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## Part I:

## Group Theory

It is important to realize, with or without the historical context, that the reason the abstract definitions are made is because it is useful to isolate specific characteristics and consider what structure is imposed on an object having these characteristics.

Abstract Algebra, Third Edition

## Introduction to Groups

### 1.1 Binary Operations

If we randomly ask someone on the street: What's math about? The answer we might get is numbers. It always comes with operations.

| Objects | Operations |
| :---: | :---: |
|  | addition + |
| Natural numbers $\mathbb{N}$ | subtraction - <br>  <br>  <br> multiplication. <br> division with remainders |
| Integers $\mathbb{Z}$ | negation $x \mapsto-x$ |
| Rational number $\mathbb{Q}$ | multiplicative inversion $x \mapsto 1 / x$ |
| Real numbers $\mathbb{R}$ | $k$ th roots, etc |
| $\mathbb{Z} / n \mathbb{Z}$ | modular arithmetic and operations |

Then we realizd that math is not just about numbers. We later have elementary algebra:

| Objects | Operations |
| :---: | :---: |
| Expressions with variables | operations with variables |
| Functions | Pointwise operations,,$+- \cdot$ and Composition $\circ$ |

Then ..., and (leaving lots of stuff out), we have linear algebra:

| Objects | Operations |
| :---: | :---: |
| Vectors | Vector addition,+ scalar multiplication $\cdot$ |
| Matrices | ,,+- scalar and matrix multiplication $\cdot$ |

Then what's algebra about?
Pre-university answer:

- manipulating expr involving indeterminates (variables):

If $a, b \in \mathbb{R}, a x=b$ and $a \neq 0$, then $x=\frac{b}{a}$.

- solving eqs by applying ops to both sides:

If $A, B$ are matrices, $A X=B$ and $A$ is invertible, then $X=A^{-1} B$.

Key idea: algebra is about operations

Then what operations should we study? Polynomials in several vars; functions, pointwise ops and function composition... Are there other operations we should study? Then we introduce abstract algebra: try to answer this question by studying operations abstractly, and seeing what the possibilities are.

## binary operation

A binary operation on a set $X$ is a function $b: X \times X \rightarrow X$.

## Notation:

- Any letter $(b, m)$ or symbol $(+, \cdot)$
- function notation

$$
b: X \times X \rightarrow X:(x, y) \mapsto b(x, y)
$$

or inline notation

$$
+: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}:(x, y) \mapsto x+y
$$

Typically use inline notation with symbols and function notation with letters.

- There are lots of symbols to choose from: $a+b, a \times b, a \cdot b, a \circ b, a \oplus b, a \otimes b$, $a \odot b, a \diamond b, a \diamond b, a \diamond b, a * b, a \bullet b, a \boxplus b, a \boxtimes b, a \uplus b$
- If there's no chance of confusion, can even drop symbol completely:

$$
X \times X \rightarrow X:(a, b) \mapsto a b
$$

## Example:

- Addition + is a binary op on $\mathbb{N}$, but subtraction - is not, since $a-b$ is not necessarily a natural number.
- Subtraction - is a binary op on $\mathbb{Z}$.
- If $(V,+, \cdot)$ is a vector space over a field $\mathbb{K}$, then + is a binary op on $V$, but $\cdot$ is not, since $\cdot$ is a function $\mathbb{K} \times V \rightarrow V$. ${ }^{a}$
${ }^{a}$ We'll define fields later, now think of $\mathbb{K}=\mathbb{R}$ or $\mathbb{C}$.


## k-ary operation

A $k$-ary operation on a set $X$ is a function

$$
\underbrace{X \times X \times \cdots X}_{k \text { times }} \rightarrow X
$$

A 1-ary operation is called a unary operation.

## Example:

Negation $\mathbb{Z} \rightarrow \mathbb{Z}: x \mapsto-x$ is a unary operation.
Taking the multiplicative inverse $x \mapsto 1 / x$ is not a unary operation on Q , since $1 / 0$ is not defined, but it is a unary operation on

$$
\mathbb{Q}^{\times}:=\{a \in \mathbb{Q}: a \neq 0\}
$$

Now let's discuss some properties that binary ops might satisfy.

### 1.2 Associativity and commutativity

## associative

A binary operation $\boxtimes: X \times X \rightarrow X$ is associative if

$$
a \boxtimes(b \boxtimes c)=(a \boxtimes b) \boxtimes c
$$

for all $a, b, c \in X$.

Many operations we've mentioned so far are associative:

- Addition and multiplication for $\mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$, polynomials, and functions
- Vector addition, matrix addition and multiplication
- Modular addition and multiplication on $\mathbb{Z} / n \mathbb{Z}$
- Function composition

Note that Subtraction and division are not associative. Subtraction is adding negative numbers, same for division. So we aren't that interested in subtraction and division, and focus on associative operations.

Here we introduce an informal definition: A bracketing of a sequence $a_{1}, \ldots, a_{n} \in X$ is a way of inserting brackets into $a_{1} \boxtimes \ldots \boxtimes a_{n}$ so that the expression can be evaluated.

## Example:

The bracketings of $a_{1}, \ldots, a_{4}$ are

$$
\begin{aligned}
& a_{1} \boxtimes\left(a_{2} \boxtimes\left(a_{3} \boxtimes a_{4}\right)\right) \\
& a_{1} \boxtimes\left(\left(a_{2} \boxtimes a_{3}\right) \boxtimes a_{4}\right) \\
& \left(a_{1} \boxtimes a_{2}\right) \boxtimes\left(a_{3} \boxtimes a_{4}\right) \\
& \left(a_{1} \boxtimes\left(a_{2} \boxtimes a_{3}\right)\right) \boxtimes a_{4} \\
& \left(\left(a_{1} \boxtimes a_{2}\right) \boxtimes a_{3}\right) \boxtimes a_{4}
\end{aligned}
$$

## Proposition 1.1

A binary operation $\boxtimes: X \times X \rightarrow X$ is associative if and only if for all finite sequences $a_{1}, \ldots, a_{n} \in$ $X, n \geq 1$, every bracketing of $a_{1}, \ldots, a_{n}$ evaluated to the same element of $X$.

## Note:

If $\boxtimes$ is associative, can use notation $a_{1} \boxtimes a_{2} \boxtimes \ldots \boxtimes a_{n}$ without choosing a bracketing.
Proof:
$\Leftarrow$ The two bracketings $a \boxtimes(b \boxtimes c)$ and $(a \boxtimes b) \boxtimes c$ of $a, b, c$ evaluate to the same element of $X$ for all sequences of length 3 .
$\Rightarrow$ Proof is by induction. Base cases are $n=1,2,3$.
For $n=1,2$, there's only one bracketing. For $n=3$ follows from defn of associativity.
Suppose prop is true for all sequences of length $k, 1 \leq k<n$.
Let $w$ be a bracketing of $a_{1}, \ldots, a_{n}$.
$w=w_{1} \boxtimes w_{2}$ where $w_{1}$ is a bracketing of $a_{1}, \ldots, a_{k}, w_{2}$ is a bracketing of $a_{k+1}, \ldots, a_{n}$, for some $k<n$.

By induction,

$$
w_{1}=\left(\cdots\left(\left(a_{1} \boxtimes a_{2}\right) \boxtimes a_{3}\right) \cdots \boxtimes a_{k}\right) \quad \text { and } \quad w_{2}=\left(a_{k+1} \boxtimes \cdots\left(a_{n-1} \boxtimes a_{n}\right) \cdots\right)
$$

Therefore

$$
\begin{aligned}
w & =\left(\cdots\left(\left(a_{1} \boxtimes a_{2}\right) \boxtimes a_{3}\right) \cdots \boxtimes a_{k}\right) \boxtimes w_{2}=\left(a_{k+1} \boxtimes \cdots\left(a_{n-1} \boxtimes a_{n}\right) \cdots\right) \\
& =\left(\cdots\left(a_{1} \boxtimes a_{2}\right) \cdots \boxtimes a_{k-1}\right) \boxtimes\left(a_{k} \boxtimes\left(a_{k+1} \boxtimes \cdots a_{n}\right) \cdots\right) \\
& =\cdots \\
& =\left(a_{1} \boxtimes\left(a_{2} \boxtimes \cdots\left(a_{n} \boxtimes a_{n}\right) \cdots\right)\right)
\end{aligned}
$$

## commutative

A binary operation $\boxtimes: X \times X \rightarrow X$ is commutative (also known as abelian) if $a \boxtimes b=b \boxtimes a$ for all $a, b \in X$.

Fact The word "abelian" comes from the surname of Niels Henrik Abel (1802-1829).
Many familiar operations are commutative: addition and multiplication on $\mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$; vector and matrix addition; modular addition and multiplication on $\mathbb{Z} / n \mathbb{Z}$. The following operation are not commutative: subtraction and division; function composition; matrix multiplication.

Therefore, subtraction and division are not commutative or associative. Function composition and matrix multiplication are not commutative, but are associative. We are not going to worry about the first type of operation, but we are interested in operations of the second type.

First half of the course: group theory - single associative operation, not necessarily commutative.
Second half of the course: ring theory - two associative operations (like addition and multiplication on $\mathbb{Z}$ ), focus on commutative case.

### 1.3 Identities and inverses

Let $\boxtimes$ be a binary operation on a set $X$.

## identity

An element $e \in X$ is an identity for $\boxtimes$ if

$$
e \boxtimes x=x \boxtimes e=x
$$

for all $x \in X$.

## Example:

The zero element $o$ of $\mathbb{Z}$ is an identity for $+.1 \in \mathbb{Q}$ is identity for $\cdot .0 \in \mathbb{Q}$ is not identity for .

## Lemma 1.2

If $e, e^{\prime} \in X$ are both identities for $\boxtimes$, then $e=e^{\prime}$.

Proof:
$e=e \boxtimes e^{\prime}=e^{\prime}$

## inverse

Let $\boxtimes$ be a binary operation on $X$ with identity element $e$. An element $y$ is a left inverse for $x$ (w.r.t. $\boxtimes$ ) if $y \boxtimes x=e$, a right inverse if $x \boxtimes y=e$, and an inverse if $x \boxtimes y=y \boxtimes x=e$.

## Example:

$-n$ is an inverse for $n \in \mathbb{Z}$ w.r.t. + .
$n \in \mathbb{Z}$ does not have an inverse w.r.t. • unless $n= \pm 1$.
If $x \in \mathbb{Q}$ is non-zero, then $1 / x$ is an inverse of $x$ w.r.t. $\cdot$. The element 0 does not have an inverse.

## Lemma 1.3

Let $\boxtimes$ be an associative binary op with an identity $e$. If $y_{L}$ and $y_{R}$ are left and right inverse of $x$ respectively, then $y_{L}=y_{R}$.

## Proof:

$y_{L}=y_{L} \boxtimes e=y_{L} \boxtimes\left(x \boxtimes y_{R}\right)=\left(y_{L} \boxtimes x\right) \boxtimes y_{R}=e \boxtimes y_{R}=y_{R}$

## Corollary 1.4

- If $x$ has both a left and right inverse, then $x$ has an inverse.
- Inverses are unique.


## invertible

An element $a$ is invertible if it has an inverse, in which case the inverse is denoted by $a^{-1}$.

## Exercise:

It's possible to have a left (resp. right inverse), but not be invertible. Also, left and right inverses don't have to be unique (unless an element has both).

## Lemma 1.5

1. If $\boxtimes$ has an identity $e$, then $e$ is invertible, and $e^{-1}=e$.
2. If $a$ is invertible, then so is $a^{-1}$, and $\left(a^{-1}\right)^{-1}=a$.
3. If $\boxtimes$ is associative, and $a$ and $b$ are invertible, then so is $a \boxtimes b$, and $(a \boxtimes b)^{-1}=b^{-1} \boxtimes a^{-1}$.

Proof:

1. $e \boxtimes e=e$
2. $a \boxtimes a^{-1}=a^{-1} \boxtimes a=e$, so $a$ is clearly an inverse to $a^{-1}$.
3. $(a \boxtimes b) \boxtimes\left(b^{-1} \boxtimes a^{-1}\right)=a \boxtimes\left(b \boxtimes b^{-1}\right) \boxtimes a^{-1}=a \boxtimes e \boxtimes a^{-1}=a \boxtimes a^{-1}=e$, and similarly $\left(b^{-1} \boxtimes a^{-1}\right) \boxtimes(a \boxtimes b)=e$.

## Proposition 1.6

Let $\boxtimes$ be an associative binary operation on $X$ with identity $e$, and let $x$ and $y$ be variables taking values in $X$.

An element $a \in X$ is invertible if and only if the equations

$$
a \boxtimes x=b \text { and } y \boxtimes a=b
$$

have unique solutions for all $b \in X$.

Proof:
$\Leftarrow$ A solution to $a x=e$ is a right inverse of $a$, and a solution to $y a=e$ is a left inverse. If $a$ both have a left and right inverse, then it has an inverse.
$\Rightarrow$ Suppose $a$ is invertible. Then

$$
a \boxtimes\left(a^{-1} b\right)=\left(a \boxtimes a^{-1}\right) \boxtimes b=e \boxtimes b=b
$$

so $a^{-1} \boxtimes b$ is a solution to $a \boxtimes x=b$.
If $x_{0}$ is a solution to $a \boxtimes x=b$, then

$$
a^{-1} \boxtimes b=a^{-1} \boxtimes\left(a \boxtimes x_{0}\right)=\left(a^{-1} \boxtimes a\right) \boxtimes x_{0}=e \boxtimes x_{0}=x_{0}
$$

So $a^{-1} \boxtimes b$ is the unique solution to $a \boxtimes x=b$.
Similarly $b \boxtimes a^{-1}$ is the unique solution to $y \boxtimes a=b$.

## Proposition 1.7: Cancellation property

Let $\boxtimes$ be an associative binary operation, and $a \in X$. Then

1. If $a$ has a left inverse and $a \boxtimes u=a \boxtimes v$, then $u=v$.
2. If $b$ has a right inverse and $u \boxtimes a=v \boxtimes a$, then $u=v$.

## Proof:

1. $u=a^{-1} \boxtimes a \boxtimes u=a^{-1} \boxtimes a \boxtimes v=v$
2. similar.

1 and 2 also hold for $n \in \mathbb{Z}$ w.r.t. • if $n \geq 0$, even though $n$ is not invertible for $n \neq \pm 1$.

## 1. 4 Groups

## group

A group is a pair $(G, \boxtimes)$, where

1. G is a set, and
2. $\boxtimes$ is an associative binary operation on $G$ such that
(a) $\boxtimes$ has an identity $e$, and
(b) every element $g \in G$ is invertible with respect to $\boxtimes$.

## abelian

A group is abelian (or commutative) if $\boxtimes$ is abelian.

## finite

A group is finite if $G$ is a finite set.

## order

The order of $G$ the number of elements in $G$ if $G$ is finite, and $+\infty$ if $G$ is infinite. The order of $G$ is denoted by $|G|$.

### 1.4.1 Terminology

Usually we refer to $(G, \boxtimes)$ simply as $G$, and just assume the operation is given. (Note: we still need to clearly specify the operation for each group we work with).

It's cumbersome to write $\boxtimes$ all the time, so usually we use one of the following options:

- Use $\cdot$ as the standard symbol, write $g \cdot h$ for the product of $g, h \in G$
- Drop the symbol entirely, write $g h$ for the product of $g, h \in G$.

The identity of $G$ is denoted by $e$ (or $e_{G}$ when we want to make the group clear). 1 and $1_{G}$ are also used.

Since every element of a group $G$ is invertible, $g^{-1}$ is defined for all $g \in G$. The function $G \rightarrow G: G \mapsto$ $g^{-1}$ can be regarded as a unary operation on $G$.

Consider $\iota: G \rightarrow G: g \mapsto g^{-1}$. Since $\left(g^{-1}\right)^{-1}=g, \iota \circ \iota=\operatorname{Id}_{G}$, the identity map $G \rightarrow G$. In particular, $\iota$ is a bijection, both injective and surjective.

If $g \in G$, then

$$
g^{n}:=\underbrace{g \cdots \cdots g}_{n \text { times }} \text { and } g^{-n}:=\left(g^{-1}\right)^{n}=\left(g^{n}\right)^{-1}
$$

Exercise:
If $m, n \in \mathbb{Z}$, then $\left(g^{n}\right)^{m}=g^{m n}$.
If $g, h \in G$, then

$$
(g h)^{n}=g h g h \cdots g h,
$$

which is not necessarily the same as $g^{n} h^{n}$ if $G$ is not abelian.

## Example: Groups

$\mathbb{N}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$ are all groups under operation + . The identity is 0 and the inverse of $n$ is $-n$. These groups have infinite order. They are infinite abelian groups.
$\mathbb{Z} / n \mathbb{Z}$ is also a group under + . The identity is $0=[0]$, and the inverse of $[m]$ is $-[m]=[-m]$. This group is finite, with order $|\mathbb{Z} / n \mathbb{Z}|=n$. It is a finite abelian group.

If $(V,+, \cdot)$ is a vector space, then $(V,+)$ is group. The identity element is 0 , and the inverse of $v$ is $-v$.

Example: Not a group?! \& Trivial group
$\mathbb{Z}$ is not a group with respect to $\cdot$, since most elements do not have an inverse.
$Q$ is also not a group with respect to $\cdot$, since o does not have an inverse.
$\mathbb{Q}^{\times}$is a group with respect to $\cdot$.
Every group has to contain at least one element, the identity. So the simplest possible group is $\{1\}$ with operation $1 \cdot 1=1$. This is called the trivial group.

## A non-abelian example

All the examples previously are abelian.
Let $\mathrm{GL}_{n}(\mathbb{K})$ denote the invertible $n \times n$ matrices with entries in a field $\mathbb{K}$.

## Proposition 1.8

$\mathrm{GL}_{n}(\mathbb{K})$ is a group under matrix multiplication (called the general linear group). For $n \geq 2$, $\mathrm{GL}_{n}(\mathbb{K})$ is non-abelian.

## Proof:

If $A$ and $B$ are invertible matrices, then $A B$ is also invertible, so matrix multiplication is an associative binary operation $G L_{n}(\mathbb{K})$. The identity matrix is an identity, and every element has an inverse by definition, so $\mathrm{GL}_{n}(\mathbb{K})$ is a group.

Exercise:
Find matrices $A, B$ such that $A B \neq B A$.

### 1.4.2 Additive notation

Standard notation for operation in a group is $g h$. This is called multiplicative notation. For groups like $(\mathbb{Z},+)$, it is confusion to write $m n$ instead of $m+n$, since $m n$ already has another meaning. For abelian groups $G$, there is another convention called additive notation. In additive notation, we write the group operation as $g+h$. The identity is denoted by 0 or $0_{G}$. Inverse are denoted by $-g$. Writing $g^{n}$ in additive notation gives

$$
\underbrace{g+g+\ldots+g}_{n \text { times }},
$$

so rather than $g^{n}$ we use $n g$. Similarly $g^{-n}$ is $-n g$.
For nonabelian groups we always use multiplicative notation. For abelian groups, we can choose either.

| Multiplicative notation | Additive notation |
| :---: | :---: |
| $g \cdot h$ or $g h$ | $g+h$ |
| $e_{G}$ or $1_{G}$ | $0_{G}$ |
| $g^{-1}$ | $-g$ |
| $g^{n}$ | $n g$ |

Table 1.1: Comparison between multiplicative and additive notation

Note the potential for conflict between the two conventions. We must be clear about what convention we are using!.

For groups like $(\mathbb{Z},+)$, we could denote the operation by $m n$, but it's clearer to write $m+n$. For groups like $\left(Q^{\times}, \cdot\right)$, we could denote the operation by $x+y$, but it is clearer to write $x \cdot y$ or $x y$.

### 1.4.3 Multiplicative table

## multiplicative table

The multiplicative table of a group $G$ is a table with rows and columns indexed by the elements of $G$. The cell for row $g$ and column $h$ contains the product $g h$.

The multiplication table contains the complete info of the group $G$. It is defined for finite and infinite groups, but makes the most sense for finite groups.

## Example: $\mathbb{Z} / 2 \mathbb{Z}$

The multiplication table for $\mathbb{Z} / 2 \mathbb{Z}$ is

|  | 0 | 1 |
| :--- | :--- | :--- |
| O | O | 1 |
| 1 | 1 | 0 |

### 1.4.4 Order of elements

## order

If $G$ is a group, then the order $g \in G$ is

$$
|g|:=\min \left\{k \geq 1: g^{k}=e_{G}\right\} \cup\{+\infty\}
$$

Some easy properties:

- $|g|=1$ if and only if $g=e_{G}$.
- If $g^{n}=1$, then $g^{n-1} g=g g^{n-1}=g^{n}=1$, so $g^{n-1}=g^{-1}$. In particular, if $|g|=n<+\infty$, then $g^{-1}=g^{n-1}$.


## Example: $\mathbb{Z} / n \mathbb{Z}$

We use additive notation for $\mathbb{Z} / n \mathbb{Z}$, so $g^{n}$ is written as $n g, e=0$. For this group, $k 1=0$ if and only if $n$ divides $k$, so $|1|=n$.

## Lemma 1.9

$$
g^{n}=e \text { if and only if } g^{-n}=e \text {, so in particular }|g|=\left|g^{-1}\right|
$$

Proof:
We have $g^{-n}=\left(g^{n}\right)^{-1}$. Since $g \mapsto g^{-1}$ is a bijection,

$$
g^{n}=e \text { if and only if }\left(g^{n}\right)^{-1}=e^{-1}=e
$$

But $g^{-n}$ also equals $\left(g^{-1}\right)^{n}$, so

$$
\left\{k \geq 1: g^{k}=e\right\}=\left\{k \geq 1:\left(g^{-1}\right)^{k}=e\right\}
$$

and this implies $|g|=\left|g^{-1}\right|$.

### 1.5 Dihedral groups

## n-gon

A regular polygon $P_{n}$ with $n$ vertices, $n \geq 3$, is called an $n$-gon.



4-gon


5-gon


6-gon

To be specific: set $v_{k}=(\cos 2 \pi k / n, \sin 2 \pi k / n)=e^{2 \pi i k / n}$
Get $n$-gon by drawing line segment from $v_{k}$ to $v_{k+1}$ for all $0 \leq k \leq n$ (where $v_{n}:=v_{0}$ )

## symmetry

A symmetry of the $n$-gon $P_{n}$ is an invertible linear transformation $T \in \mathrm{GL}_{2}(\mathbb{R})$ such that $T\left(P_{n}\right)=$ $P_{n}$.

## dihedral group

The set of symmetries of $P_{n}$ is called the dihedral group, and is denoted by $D_{2 n}$ (or $D_{n}$ ).

In this course, we use $D_{2 n}$.
Note:
We think of matrices and invertible linear transformations interchangeably.
Matrix multiplication $=$ composition of transformations.

## Proposition 1.10

$D_{2 n}$ is a group under composition.

Proof:
Later. Key point: $S, T \in D_{2 n} \Longrightarrow S T \in D_{2 n}$.
$v_{i}$ and $v_{j}$ are adjacent in $P_{n}$ if connected by line segment.

## Lemma 1.11

1. If $T \in D_{2 n}$ then $\left(T\left(v_{0}\right), T\left(v_{1}\right)\right)$ are adjacent
2. If $S, T \in D_{2 n}$ and $S\left(v_{i}\right)=T\left(v_{i}\right), i=0,1$ then $S=T$.

## Proof:

1. $v_{0}, v_{1}$ are adjacent, $T$ is linear
2. $v_{0}$ and $v_{1}$ are linearly independent.

## Corollary 1.12

$\left|D_{2 n}\right| \leq 2 n$

Proof:
Let $A$ be the set of adjacent pairs $\left(v_{i}, v_{j}\right)^{a}$, so $|A|=2 n$. By Lemma 1.11, $D_{2 n} \rightarrow A: T \mapsto$ $\left(T\left(v_{0}\right), T\left(v_{1}\right)\right)$ is well-defined and injective.
${ }^{a}$ ordered pairs
For every pair of adjacent vertices $\left(v_{i}, v_{j}\right)$, is there an element $T \in D_{2 n}$ with $T\left(v_{0}\right)=v_{i}, T\left(v_{1}\right)=v_{j}$ ?
If the answer is yes, then $\left|D_{2 n}\right|=2 n$.

### 1.5.1 Special elements of $D_{2 n}$

Let $s \in D_{2 n}$ be rotation by $2 \pi / n$ radians, so $|s|=n$ (i.e., $s^{n}=2, s^{k} \neq e$ for $1 \leq k<n$ ).





Let $r$ be reflection through the $x$-axis:




$|r|=2$, i.e. $r^{2}=e, r \neq e$.
$r\left(v_{0}\right)=v_{0} . r\left(v_{1}\right)$ is now the vertex before $v_{0}$, rather than the vertex after $v_{0}$.
If we try to put these two elements together:

1. $s^{i}, 0 \leq i<n$ : sends $v_{0} \mapsto v_{i}, v_{1} \mapsto v_{i+1}$ (notes: $v_{n}=v_{0}, s^{0}$ is the identity)
2. $s^{i} r, 0 \leq i<n$ : sends $v_{0} \mapsto v_{i}, v_{1} \mapsto v_{i-1}$ (notes: $v_{-1}=v_{n-1}$ )


## Proposition 1.13

$$
D_{2 n}=\left\{s^{i} r^{j}: 0 \leq i<n, 0 \leq j<2\right\}, \text { so }\left|D_{2 n}\right|=2 n .
$$

What is rs?
$r s\left(v_{0}\right)=r\left(v_{1}\right)=v_{n-1}$ and $r s\left(v_{1}\right)=r\left(v_{2}\right)=v_{n-2}$. So

$$
r s=s^{n-1} r=s^{-1} r
$$

## Corollary 1.14

$D_{2 n}$ is a finite nonabelian group.

## Exercise:

$D_{2 n}=\left\{s^{i} r^{j}: 0 \leq i<n, 0 \leq j<2\right\}$
$\left|D_{2 n}\right|=2 n$
$s^{n}=e, r^{2}=e, r s=s^{-1} r$
These relations are enough to completely determine $D_{2 n}$.
What's group theory about?
Basic answer: study sets with one binary op. A better answer: group theory is study of symmetry. If we resize or rotate $P_{n}$, then symmetries are the same.

Kleinian view of geometry:

- $D_{2 n}$ captures what it means to be a regular $n$-gon
- More generally, geometry is about study of symmetries


### 1.6 Permutation groups

If $X$ is a set, let $\operatorname{Fun}(X, X)$ be set of functions $X \rightarrow X$. Then

$$
\circ: \operatorname{Fun}(X, X) \times \operatorname{Fun}(X, X) \rightarrow \operatorname{Fun}(X, X):(f, g) \mapsto f \circ g
$$

is an associative operation with an identity $\operatorname{Id}_{X}$. Let $S_{X}=\{f \in \operatorname{Fun}(X, X): f$ is a bijection $\}$

## Proposition 1.15

$S_{X}$ is a group under $\circ$.

## symmetric/permutation group

Let $n \geq 1$. The symmetric group (or permutation group) $S_{n}$ is the group $S_{X}$ with $X=\{1, \ldots, n\}$.

Elements of $S_{n}$ are bijections $\pi:\{1, \ldots, n\} \rightarrow\{1, \ldots, n\}$
What makes a function $\pi:\{1, \ldots, n\} \rightarrow\{1, \ldots, n\}$ a bijection?
Every element of $\{1, \ldots, n\}$ must appear in the list $\pi(1), \ldots, \pi(n)$, and no element can appear twice ( $\Leftarrow$ redundant by pigeon-hole principle.)

How many elements in $S_{n}$ ?
$n$ choices for $\pi(1), n-1$ choices for $\pi(2), \ldots, 1$ choice for $\pi(n)$. So $n(n-1) \cdots 1=n$ ! choices $\Longrightarrow\left|S_{n}\right|=n!$.

Note $\left|S_{1}\right|=1!=1$, so $S_{1}$ is the trivial group.

### 1.6.1 Representations

Elements of $S_{n}$ are called permutations. There are a number of different ways to represent permutations:

1. Two-line representation:

$$
\pi=\left(\begin{array}{llllll}
1 & 2 & 3 & 4 & 5 & 6 \\
6 & 5 & 1 & 4 & 2 & 3
\end{array}\right)
$$

2. One-line representation:

$$
\pi=651423
$$

This representation saves space than the previous one, but it is hard to do operations in group theory. The one below seems counter-intuitive, but convenient for doing operations.
3. Note $\pi(1)=6, \pi(6)=3, \pi(3)=1$. Say (163) is a cycle of $\pi$.

Disjoint cycle representation: write down cycles of $\pi$

$$
\pi=(163)(25)(4)=(163)(25)
$$

We typically drop cycles of length 1 .
Identity is empty in disjoint cycle notation, so just use $e$.
The convention is that we start from the lowest item in the cycle, and sort the cycles by their lowest items.

## Multiplication

Multiplication can be done in two-line or disjoint cycle notation

$$
\begin{gathered}
\pi=\left(\begin{array}{llllll}
1 & 2 & 3 & 4 & 5 & 6 \\
6 & 5 & 1 & 4 & 2 & 3
\end{array}\right)=(163)(25) \\
\sigma=\left(\begin{array}{llllll}
1 & 2 & 3 & 4 & 5 & 6 \\
2 & 6 & 4 & 5 & 3 & 1
\end{array}\right)=(126)(345) \\
\pi \sigma=\left(\begin{array}{llllll}
1 & 2 & 3 & 4 & 5 & 6 \\
5 & 3 & 4 & 2 & 1 & 6
\end{array}\right)=(15)(234)
\end{gathered}
$$

Note $i$ comes from the right: $\pi(\sigma(i))$.
(It's a bit of a pain in one-line notation, so we don't use one-line notation often in group theory)

## Inversion

We can also take inverse in two-line or disjoint cycle notation

$$
\begin{gathered}
\pi=\left(\begin{array}{llllll}
1 & 2 & 3 & 4 & 5 & 6 \\
6 & 5 & 1 & 4 & 2 & 3
\end{array}\right)=(163)(25) \\
\pi^{-1}=\left(\begin{array}{llllll}
6 & 5 & 1 & 4 & 2 & 3 \\
1 & 2 & 3 & 4 & 5 & 6
\end{array}\right) \stackrel{*}{=}\left(\begin{array}{llllll}
1 & 2 & 3 & 4 & 5 & 6 \\
3 & 5 & 6 & 4 & 2 & 1
\end{array}\right)=(136)(25)
\end{gathered}
$$

*: swap two rows and sort the columns by the first row. Disjoint cycle notation is even easier.
If $\pi(i)=j$, then $\pi^{-1}(j)=i$, so cycles of $\pi^{-1}$ are cycles of $\pi$ in opposite order.

## fixed points

The fixed points of a permutation $\pi \in S_{n}$ are the numbers $1 \leq i \leq n$ such that $\pi(i)=i$.

## support set

The support set of $\pi \in S_{n}$ is

$$
\operatorname{supp}(\pi)=\{1 \leq i \leq n: \pi(i) \neq i\}
$$

## disjoint

$\pi$ and $\sigma$ are disjoint if $\operatorname{supp}(\pi) \cap \operatorname{supp}(\sigma)=\varnothing$

```
Example:
supp((163)(25))={1,2,3,5,6}
```

Remark:
In general, $\operatorname{supp}(\pi)$ are numbers that appear in disjoint cycle representation of $\pi$ (when cycles of length one are dropped).
$\operatorname{supp}(\pi)=\varnothing$ if and only if $\pi=e$

```
\(\operatorname{supp}\left(\pi^{-1}\right)=\operatorname{supp}(\pi)\)
If \(i \in \operatorname{supp}(\pi)\), then \(\pi(i) \in \operatorname{supp}(\pi)\)
```


## commute

Two elements $g, h$ in a group $G$ commute if $g h=h g$.

## Lemma 1.16

If $\pi, \sigma \in S_{n}$ are disjoint, then $\pi \sigma=\sigma \pi$.

Proof:
Suppose $1 \leq i \leq n$. If $i \in \operatorname{supp}(i)$, then $\pi(i) \in \operatorname{supp}(\pi)$. Since $\pi, \sigma$ disjoint, $i, \pi(i) \notin \operatorname{supp}(\sigma)$. So $\pi(\sigma(i))=\pi(i)=\sigma(\pi(i))$.

By symmetry, $\pi(\sigma(i))=\sigma(\pi(i))$ if $i \in \operatorname{supp}(\sigma)$.
If $i \notin \operatorname{supp}(\pi) \cup \operatorname{supp}(\sigma)$, then $\pi(\sigma(i))=i=\sigma(\pi(i))$.
So $\pi(\sigma(i))=\sigma(\pi(i))$ for all $i \Longrightarrow \pi \sigma=\sigma \pi$.

## k-cycle

A $k$-cycle is an element of $S_{n}$ with disjoint cycle notation $\left(i_{1} i_{2} \cdots i_{k}\right)$.

Suppose cycles of $\pi \in S_{n}$ are $c_{1}, \ldots, c_{k}$. We can regard $c_{i}$ as an element of $S_{n}, \pi=c_{1} \cdot c_{2} \cdots \cdots c_{k}$ as product in $S_{n}$. $c_{i}$ and $c_{j}$ are disjoint, so $c_{i} c_{j}=c_{j} c_{i}$. Note that order of cycles in disjoint cycle representation doesn't matter.

$$
\begin{aligned}
& \text { Example: } \\
& \pi=(163)(25)=(25) \cdot(163)
\end{aligned}
$$

We can also get an interesting prospective on this formula for the inverse of $\pi$ in the disjoint cycle notation. If $c_{1}, \ldots, c_{k}$ are cycles of $\pi$, then $\pi=c_{1} c_{2} \cdots c_{k}$ as product in $S_{n} . c_{i}$ and $c_{j}$ are disjoint, so $c_{i} c_{j}=c_{j} c_{i}$.

$$
\pi^{-1}=c_{k}^{-1} \cdots c_{1}^{-1}=c_{1}^{-1} \cdots c_{k}^{-1}
$$

Example:
If $c$ and $c^{\prime}$ are non-disjoint cycles, then they don't necessarily commute:
$(12)(23)=(123)$ while $(23)(12)=(123)^{-1}=(132) \neq(12)(23)$.
If $\pi$ is a permutation, then $\pi$ commutes with $\pi^{i}$ for all $i$ since $\pi^{i+1}=\pi \pi^{i}=\pi^{i} \pi$, so $\pi$ and $\pi^{i}$ commute. However, note that they don't necessarily have disjoint support sets.

## 2

## Subgroups

### 2.1 Subgroups

## subgroup

Let $(G, \cdot)$ be a group. A subset $H \subseteq G$ is a subgroup if
(a) for all $g, h \in H, g \cdot h \in H$ ( $H$ is closed under products),
(b) for all $g \in H, g^{-1} \in H$ ( $H$ is closed under inverses), and
(c) $e_{G} \in H$.

Notation $H \leq G$.

Example:
$\mathbb{Z} \leq \mathbb{Q}^{+}:=(\mathbb{Q},+)$
$\mathbb{Q}_{>0}:=\{x \in \mathbb{Q}: x>0\} \leq \mathbb{Q}^{\times}$.
To check this: if $x, y \in \mathbb{Q}, x, y>0$, then $x y>0 \Longrightarrow x y \in \mathbb{Q}_{>0}$.
Also, if $x>0$, then $1 / x>0 \Longrightarrow 1 / x \in \mathbb{Q}_{>0}$.
Example: More complicated
Let $G=D_{2 n}$, s rotation.
$H=e=s^{0}, s, s^{2}, \ldots, s^{n-1}$ is a subgroup of $D_{2 n}$.
Proof:
Claim $s^{i} \in H$ for all $i \in \mathbb{Z}$.
Proof Let $i=n k+r, 0 \leq r<n$. Then $s^{i}=s^{n k+r}=\left(s^{n}\right)^{k} s^{r}=s^{r}$, since $s^{n}=e$.
Now check subgroup: if $s^{i}, s^{j} \in H$, then $s^{i+j} \in H$. If $s^{i} \in H$, then $s^{-i} \in H$. Finally, $e \in H$ by construction.
$H$ is the smallest subgroup containing $s$. The notation for $H$ is $\langle s\rangle$.

Example: $\mathbb{Z}$
Let $G=\mathbb{Z}=(\mathbb{Z},+)$.
If $m \in \mathbb{Z}$, then $m \mathbb{Z}:=\{k m: k \in \mathbb{Z}\}=\{n \in \mathbb{Z}: m \mid n\}$ is a subgroup of $\mathbb{Z}$.
In particular, if $m=0$, then $0 \mathbb{Z}=\{0\}$ is a subgroup of $\mathbb{Z}$, which is called the trivial subgroup.

## trivial subgroup

If $G$ is a group, $\{e\}$ is a subgroup called the trivial subgroup.

## proper subgroup

Also, $G$ is a subgroup of $G$. A subgroup $H$ is proper if $H \neq G$. Notation: $H<G$.
$H$ is proper nontrivial subgroup if $\{e\} \neq H<G$.

## Example: Not subgroups

$\mathbb{Q}_{\geq 0}:=\{x \in \mathbb{Q}: x \geq 0\}$ is not a subgroup of $\mathbb{Q}^{+}$. We can verify as follows: If $x, y \in \mathbb{Q}_{\geq 0}$, then $x+y \in \mathbb{Q}_{\geq 0}$. Also $0 \in \mathbb{Q}_{\geq 0}$. But if $x \in \mathbb{Q}_{\geq 0}$, then $-x \notin \mathbb{Q}_{\geq 0}$ unless $x=0$.
$\mathbb{Q}^{\times}$is not a subgroup of $(\mathbb{Q}, \cdot)$ because $(\mathbb{Q}, \cdot)$ is not a group.

## Proposition 2.1

If $H$ is a subgroup of $(G, \boxtimes)$, then $\left(H,\left.\boxtimes\right|_{H \times H}\right)$ is a group, such that
(a) the identity of $H$ is $e_{H}=e_{G}$, and
(b) the inverse of $g \in H$ is the same as the inverse of $g$ in $G$.

## Proof:

First, why is $\left.\boxtimes\right|_{H \times H}$ a binary operation on $H$ ?
Recall $\boxtimes$ is a function $G \boxtimes G \rightarrow G$ which implies $\left.\boxtimes\right|_{H \times H}$ is a function $H \times H \rightarrow G$ if we restrict its domain. But if $g, h \in H$, then $g \boxtimes h \in H$. So we can think of $\left.\boxtimes\right|_{H \times H}$ as function $H \times H \rightarrow H$. For the rest of this proof, we just denote this function by $\tilde{\boxtimes}$.

Since $\boxtimes$ is associative, $\tilde{\boxtimes}$ is also associative.
$e_{H}=e_{G}$ is identity for $\tilde{\mathbb{\boxtimes}}$.
If $g \in H$, then inverse $g^{-1}$ with respect to $\boxtimes$ is in $H$ by the definition of subgroup.
Since $g \tilde{\boxtimes} g^{-1}=g \boxtimes g^{-1}=e_{G}=e_{H}$, and similarly $g^{-1} \boxtimes g=e_{H}, g^{-1}$ is inverse of $g$ with respect to ®̃.

So $(H, \tilde{\boxtimes})$ is a group.
Call $\tilde{\otimes}$ the operation induced by $\boxtimes$ on $H$. Usually just refer to $\tilde{\boxtimes}$ as $\boxtimes$.
Example:
$\mathbb{Z}$ is subgroup $\mathbb{Q}$ with operation + .
If $H$ is group of $(G, \cdot)$, then $H$ is group with operation $\cdot$.

## Proposition 2.2

$H$ is subgroup if and only if
(a) $H$ is non-empty, and
(b) $g h^{-1} \in H$ for all $g, h \in H$.

## Proof:

$\Rightarrow$ If $H$ is a subgroup of $G$, then $e_{G} \in H$, so $H \neq \varnothing$. Also if $g, h \in H$, then $h^{-1} \in H$, so $g h^{-1} \in H$.
$\Leftarrow \operatorname{By}(\mathrm{a})$, there is some element $x \in H$. In part (b), let $g=h:=x$, then $x x^{-1}=e_{G}=e_{H} \in H$.
Also by (b), $e_{G} \cdot x^{-1}=x^{-1} \in H$ (closed under inverses).
If $x, y \in H$, then $y^{-1} \in H$, so $x y=x\left(y^{-1}\right)^{-1} \in H$ (closed under inverses).

## Example:

Let $(V,+, \cdot)$ be a vector space.
If $W$ is a subspace of $V$, then $W$ is a subgroup of $(V,+)$.
Check:

- $0 \in W$ so $W$ is non-empty.
- If $v, w \in W$, then $v-w \in W$.

Conclusion: $W$ is subgroup.

## Proposition 2.3

Suppose $H$ is a finite subset of $G$. Then $H$ is a subgroup of $G$ if and only if
(a) $H$ is non-empty, and
(b) $g h \in H$ for all $g, h \in H$.

Proof:
Since $H$ is nonempty, suppose $g \in H$. By induction, we can show $g^{n} \in H$ for all $n \in \mathbb{N}$. Since $H$ is finite, sequence $g, g^{2}, g^{3}, \ldots \in H$ must eventually repeat. So $g^{i}=g^{j}$ for some $1 \leq i<j \Longrightarrow g^{n}=e$ for $n=j-i$. Since $i<j$, then $n \geq 1$, therefore $g^{n}=e \in H$.

Now we need to show it is closed under inverses.

- $n=1$, then $g=e=g^{-1}$.
- $n>1$, then $g^{n-1}=g^{-1} \in H$.


### 2.2 Subgroups generated by a set

## Proposition 2.4

Suppose $\mathcal{F}$ is a non-empty set of subgroups of $G$. Then

$$
L:=\bigcap_{H \in \mathcal{F}} H
$$

is a subgroup of $G$.

Proof:
First we check it is non-empty. Since $e_{G} \in H$ for all $H \in \mathcal{F}$, then $e_{G} \in K \Longrightarrow K$ is non-empty.
Suppose $x, y \in K$, then

$$
\begin{aligned}
& \Longrightarrow x, y \in H \quad \forall H \in \mathcal{F} \\
& \Longrightarrow y^{-1} \in H \quad \forall H \in \mathcal{F} \\
& \Longrightarrow x y^{-1} \in H \quad \forall H \in \mathcal{F} \\
& \Longrightarrow x y^{-1} \in K
\end{aligned}
$$

By Proposition 2.3, $K$ is a subgroup of $G$.

## subgroup generated by $S$ in $G$

Let $S$ be a subset of group $G$. The subgroup generated by $S$ in $G$ is

$$
\langle S\rangle:=\bigcap_{S \subseteq H \leq G} H
$$

## Note:

Intersection is non-empty because $S \subseteq G \leq G$.
If $S \subseteq K \leq G$, then $\langle S\rangle \subseteq K$. So say that $\langle S\rangle$ is smallest subgroup of $G$ containing $S$.
To simplify the notation: If $S=\left\{s_{1}, s_{2}, \ldots\right\}$, often write $\langle S\rangle=\left\langle s_{1}, s_{2}, \ldots\right\rangle$.
We can write the trivial subgroup as $\langle\varnothing\rangle=\langle e\rangle=\{e\}$.
Example: $D_{2 n}$
Let $s$ be the rotation generator of $D_{2 n}$. Let $K=\left\{s^{0}=e, s^{1}, s^{2}, \ldots, s^{n-1}\right\}$.
As previously checked, $K$ is a subgroup of $D_{2 n}$.
Since $s \in K,\langle s\rangle \subseteq K$.
On the other hand, can show by induction that $s^{i} \subseteq\langle s\rangle$ for all $i \in \mathbb{Z}$.
So $K \subseteq\langle s\rangle \Longrightarrow\langle s\rangle=K$.
$\langle s\rangle$ is constructed by taking all products of $s$ with itself. Can we generalize this example?
Here we introduce a notation: If $S \subset G$, let $S^{-1}=\left\{s^{-1}: s \in S\right\}$.

## Proposition 2.5

If $S \subset G$, let

$$
K=\{e\} \cup\left\{s_{1} \cdots s_{k}: k \geq 1, s_{1}, \ldots, s_{k} \in S \cup S^{-1}\right\}
$$

Then $\langle S\rangle=K$.

## Proof:

Claim $1 \quad S \subseteq K \subseteq\langle S\rangle$
Proof It is easy to show that $S \subseteq K$. We simply let $k=1$ and $s_{1}$ to be any element of $S$.
To show the second part, we know $e \in\langle S\rangle$. Then we can prove by induction that $s_{1} \cdots s_{k} \in\langle S\rangle$ for all $k \geq 1, s_{1}, \ldots, s_{k} \in S \cup S^{-1}$.

Claim $2 K$ is a subgroup of $G$.
Proof $e \in K$ by construction.
Suppose $x, y \in K$,

$$
\begin{aligned}
& x=s_{1} \cdots s_{k}, k \geq 0, s_{1}, \ldots, s_{k} \in S \cup S^{-1} \\
& y=t_{1} \cdots t_{\ell}, \ell \geq 0, t_{1}, \ldots, t_{\ell} \in S \cup S^{-1}
\end{aligned}
$$

Then $x y=s_{1} \cdots s_{k} t_{1} \cdots t_{\ell} \in K$ by construction. Also, $x^{-1}=s_{k}^{-1} \cdots s_{1}^{-1} \in K$ since $s_{k}^{-1}, \cdots, s_{1}^{-1} \in$ $S \cup S^{-1}$. So $K$ is a subgroup.
$S \subseteq K$, and $\langle S\rangle$ is smallest subgroup containing $S \Longrightarrow\langle S\rangle \subseteq K$. Thus $\langle S\rangle=K$.

### 2.2.1 Lattice of subgroups

Before concluding this section, it is interesting to mention one closed related subject which the lattice of subgroups of $G$.

Subgroups of $G$ are ordered by set inclusion $\subseteq$. If $H_{1}, H_{2} \leq G$, and $H_{1} \subseteq H_{2}$, then $H_{1} \leq H_{2}$, so we also write this order as $\leq$. Set of subgroups of $G$ with order $\leq$ is called the lattice of subgroups of $G$. We don't need to deal with formal definitions and properties here.

The picture below shows the subgroups of $\mathbb{Z}$, where $k \mathbb{Z}$ denotes the set containing all integers that are divisible by $k$.


Subgroup below $H_{1}, H_{2} \leq G$ in the lattice is $H_{1} \cap H_{2}$. In the picture above, it is $2 \mathbb{Z} \cap 3 \mathbb{Z}=6 \mathbb{Z}$. Intuitively, a number is divisible by 2 and 3 , which is the same thing as being divisible by 6 .

What about the subgroup above $H_{1}$ and $H_{2}$ ? The subgroup above $H_{1}, H_{2}$ is $\left\langle H_{1} \cup H_{2}\right\rangle$.

### 2.3 Cyclic groups

## generate

A subset $S$ of a group $G$ generates $G$ if $\langle S\rangle=G$.

## cyclic

A group $G$ is cyclic if $G=\langle a\rangle$ for some $a \in G$.

## Example:

$\mathbb{Z}=\langle 1\rangle=\langle-1\rangle$ (generators are not unique)
$\mathbb{Z} / n \mathbb{Z}=\langle[1]\rangle=\langle-[1]\rangle$
$\mathrm{Q}^{+}$is not cyclic
If $G$ is a group, then $\langle a\rangle$ is a cyclic group for any $a \in G$ (called the cyclic subgroup generated by a).

## Lemma 2.6

1. If $a \in G$, then $\langle a\rangle=\left\{a^{i}: i \in \mathbb{Z}\right\}$.
2. If $|a|=n$, then $\langle a\rangle=\left\{a^{i}: 0 \leq i<n\right\}$.

## Proof:

1. Follows from Proposition 2.5 about $\langle S\rangle$.
2. See argument for $\langle s\rangle$ in $D_{2 n}$.

## Remark:

In the first part of Lemma 2.6, it does not mean each element in the subgroup can be uniquely represented in the form of $a^{i}$.

Then we have two questions:

- In (2), can $|\langle a\rangle|$ be smaller than $n$ ?
- Does $|\langle a\rangle|$ determine $|a|$ ?


## Proposition 2.7

If $G=\langle a\rangle$, then $|G|=|a|$.

This proposition also applies to infinite groups.
Proof:
From part 2 of Proposition 2.6, we know that there are at most $n$ elements in $\langle a\rangle$, then $|G| \leq|a|$.
Suppose $|G|=n<+\infty$. Then the sequence $a^{0}, a^{1}, \ldots, a^{n} \in G$ must have repetition. Thus there is $0 \leq i<j \leq n$ with $a^{i}=a^{j}$. Then with the similar argument before, $a^{j-i}=e$, which implies that $|a| \leq n$.
\| Thus $|a| \leq|G| \Longrightarrow|a|=|G|$.

## Remark:

It is worth thinking that what happens if $|G|=\infty$ and it seems the proof only works with finite order. If $|G|=\infty$, then $|G| \leq|a|$ will force $|a|$ to be infinite.

## Example: $\mathbb{Z}$

$G=\mathbb{Z}:$

- Infinite cyclic group
- Generators are +1 and -1
- Order of $m \in \mathbb{Z}$ is

$$
|m|= \begin{cases}+\infty & m \geq 0 \\ 1 & m=0\end{cases}
$$

- Cyclic subgroups: $\langle m\rangle=m \mathbb{Z}=\{k m: k \in \mathbb{Z}\}$. (Note difference in $\langle a\rangle$ in additive and multiplicative notation)

All subgroups of $\mathbb{Z}$ are cyclic

### 2.3.1 $\mathbb{Z} / n \mathbb{Z}$

Can we analyze $\mathbb{Z} / n \mathbb{Z}$ in the same way? Recall $\mathbb{Z} / n \mathbb{Z}$ is the set of congruence classes $\bmod n$. We denote congruence class of $a \in \mathbb{Z}$ by $[a]$, or just $a$. For example, in $\mathbb{Z} / 5 \mathbb{Z}, 3=8$.

Then we might wonder:
-What are the generators?

- What are the orders of elements?
- What are the subgroups?

Before we explore these questions, it is nice to have the following lemma which works for arbitrary group $G$.

## Generators

## Lemma 2.8

Suppose $G=\langle S\rangle$. Then $G=\langle T\rangle$ if and only if $S \subseteq\langle T\rangle$.

Proof:
It's relatively easy to prove.
$\Rightarrow$ If $G=\langle T\rangle$, and we know $S \subseteq G$, then $S \subseteq\langle T\rangle$.
$\Leftarrow$ If $S \subseteq\langle T\rangle$, and we know $\langle S\rangle$ is the smallest subgroup containing $S$, then $\langle T\rangle$ must contain the subgroup generated by $S$, which is $\langle S\rangle=G$, thus $G \subseteq\langle T\rangle$. And $\langle T\rangle$ is a subgroup as well, then $G=\langle T\rangle$.

What does this mean in our example? So $\mathbb{Z} / n=\langle[a]\rangle$ if and only if $[1] \in\langle[a]\rangle$.

$$
\begin{aligned}
{[1] \in\langle[a]\rangle } & \Longleftrightarrow x a=1 \quad \bmod n \text { for some } x \in \mathbb{Z} \\
& \Longleftrightarrow x a-1=y n \text { for some } x, y \in \mathbb{Z} \\
& \Longleftrightarrow x a+y n=1 \text { for some } x, y \in \mathbb{Z} \\
& \Longleftrightarrow \operatorname{gcd}(a, n)=1
\end{aligned}
$$

So $\langle[a]\rangle=\mathbb{Z} / n \mathbb{Z}$ if and only if $\operatorname{gcd}(a, n)=1$.

## Order of elements

## Lemma 2.9

If $G$ is a group, $g \in G, g^{n}=e$, then $|g| \mid n$.

If $a \in \mathbb{Z}$, then $n[a]=0$, so $|[a]| \mid n$.

## Lemma 2.10

Suppose $a \mid n$. Then $|[a]|=\frac{n}{a}$.

## Proof:

If $n=k a$, then $\ell[a] \neq 0$ for $1 \leq \ell<k$ and $k[a]=[k a]=0$, so $|[a]|=k$.

## Lemma 2.11

Suppose $a \in \mathbb{Z}$, and let $b=\operatorname{gcd}(a, n)$. Then $\langle[a]\rangle=\langle[b]\rangle$.

Proof:
Since $b \mid a$, there is $k$ such that $a=k b$, then $[a] \in\langle[b]\rangle \Longrightarrow\langle[a]\rangle \subseteq\langle[b]\rangle$.
By properties of gcd, there is $x, y \in \mathbb{Z}$ such that $x a+y n=b$. So $[b]=x[a] \Longrightarrow[b] \in\langle[a]\rangle \Longrightarrow$ $\langle[b]\rangle \subseteq\langle[a]\rangle$. Therefore $\langle[a]\rangle=\langle[b]\rangle$.

Using these lemmas, we can find order for a general element in $\mathbb{Z} / n \mathbb{Z}$.

## Proposition 2.12

Suppose $a \in \mathbb{Z}$. Then

$$
|[a]|=\frac{n}{\operatorname{gcd}(a, n)}
$$

Proof:
Let $b=\operatorname{gcd}(a, n)$. Then $\langle[a]\rangle=\langle[b]\rangle$. So $|[a]|=|\langle[a]\rangle|=|\langle[b]\rangle|=|[b]|$. Finally $|[b]|=\frac{n}{b}$.

## Subgroups

## Corollary 2.13

Let $n \geq 1$.

- The order $d$ of any cyclic subgroup of $\mathbb{Z} / n \mathbb{Z}$ divides $n$.
- For every $d \mid n$, there is a unique subgroup of $\mathbb{Z} / n \mathbb{Z}$ of order $d$. It is generated by $[a]$, where $a=\frac{n}{d}$.

Proof:
If $|\langle[a]\rangle|=d$, then $d=|[a]| \mid n$ by Lemma 2.9. Also, $d=\frac{n}{\operatorname{gcd}(a, n)}$, and by Lemma 2.11, $\langle[a]\rangle=\left\langle\left[\frac{n}{d}\right]\right\rangle$.
Conversely, if $d \mid n$ and $a=\frac{n}{d}$, then $|\langle[a]\rangle|=d$.
Example:
Cyclic subgroups of $\mathbb{Z} / 6 \mathbb{Z}$ are

- $\langle 6\rangle=\{0\}$
- $\langle 2\rangle=\{0,2,4\}$
- $\langle 3\rangle=\{0,3\}$
- $\langle 1\rangle=\{0,1,2,3,4,5\}=\mathbb{Z} / 6 \mathbb{Z}$.

Cyclic subgroups of $\mathbb{Z} / p \mathbb{Z}, p$ prime

- $\langle p\rangle=\langle 0\rangle$
- $\langle 1\rangle=\mathbb{Z} / p \mathbb{Z}$

Every subgroup of a cyclic group is cyclic. So Corollary 2.13 is a complete list of subgroups of $\mathbb{Z} / n \mathbb{Z}$. Every cyclic group is isomorphic to one of $\mathbb{Z} / n \mathbb{Z}, n \geq 1$, or $\mathbb{Z}$.

## Homomorphisms

### 3.1 Homomorphisms

## homomorphism

Let $G$ and $H$ be groups. A function $\phi: G \rightarrow H$ is a homomorphism (or morphism) if

$$
\phi(g \cdot h)=\phi(g) \cdot \phi(h)
$$

for all $g, h \in G$.

## Example:

$\mathbb{K}$ field, $\mathbb{K}^{\times}=\{a \in \mathbb{K}, a \neq 0\}$ with operation .
$\mathrm{GL}_{n} \mathbb{K} \rightarrow \mathbb{K}^{\times}: A \mapsto \operatorname{det}(A)$ is a homomorphism because $\operatorname{det}(A B)=\operatorname{det}(A) \operatorname{det}(B)$ for all invertible matrices $A, B$.

Let $\mathbb{R}_{>0}=\{x \in \mathbb{R}: x>0\} \leq \mathbb{R}^{\times} . \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0}: x \mapsto \sqrt{x}$ is a homomorphism since $\sqrt{x y}=\sqrt{x} \sqrt{y}$. Additive notation: $\phi:(G,+) \rightarrow(H,+)$ is a homomorphism if $\phi(x+y)=\phi(x)+\phi(y)$ for all $x, y \in G$. For example, $\phi: \mathbb{Z} \rightarrow \mathbb{Z}: k \mapsto m k$ is a homomorphism for any $m \in \mathbb{Z}$, since

$$
\phi(x+y)=m(x+y)=m x+m y=\phi(x)+\phi(y) \quad \forall x, y \in \mathbb{Z}
$$

If $V, W$ are vector spaces, and $T: V \rightarrow W$ is a linear transformation, then $T$ is a homomorphism from $(V,+)$ to $(W,+)$, since $T(v+w)=T(v)+T(w)$ for all $v, w \in V$.

Mixed notation: $\mathbb{R}^{+} \rightarrow \mathbb{R}^{\times}: x \mapsto e^{x}$ is a homomorphism since $e^{x+y}=e^{x} \cdot e^{y}$ for all $x, y \in \mathbb{R}^{+}$.
$\mathbb{R}^{+} \rightarrow \mathbb{R}^{+}: x \mapsto e^{x}$ is not a homomorphism since $e^{x+y} \neq e^{x}+e^{y}$ for some $x, y \in \mathbb{R}^{+}$(e.g. $x=y=0$ ).

## Lemma 3.1

Suppose $\phi: G \rightarrow H$ is a homomorphism. Then
(a) $\phi\left(e_{G}\right)=e_{H}$
(b) $\phi\left(g^{-1}\right)=\phi(g)^{-1}$
(c) $\phi\left(g^{n}\right)=\phi(g)^{n}$ for all $n \in \mathbb{Z}$
(d) $|\phi(g)|||g|$ for all $g \in G(n \mid \infty$ for all $n \in \mathbb{N})$

## Proof:

(a) $\phi\left(e_{G}\right)=\phi\left(e_{G}^{2}\right)=\phi\left(e_{G}\right) \cdot \phi\left(e_{G}\right)$
so $e_{H}=\phi\left(e_{G}\right)^{-1} \cdot \phi\left(e_{G}\right)=\phi\left(e_{G}\right)^{-1} \cdot \phi\left(e_{G}\right) \cdot \phi\left(e_{G}\right)=\phi\left(e_{G}\right)$.
(b) $e_{H}=\phi\left(e_{G}\right)=\phi\left(g g^{-1}\right)=\phi(g) \phi\left(g^{-1}\right)$ and similarly $\phi\left(g^{-1}\right) \phi(g)=e_{H}$, so $\phi\left(g^{-1}\right)$ is the unique inverse of $\phi(g)$.
(c) Use induction for $n \geq 0$, use part (b) for $n<0$.
(d) If $|g|=n<+\infty$, then $g^{n}=e_{G}$ so $\phi(g)^{n}=\phi\left(g^{n}\right)=\phi\left(e_{G}\right)=e_{H}$. This implies $|\phi(g)| \mid n$.

## Lemma 3.2

If $H \leq G$, and $H$ is considered as a group with the induced operation from $G$, then $i: H \rightarrow G$ : $x \mapsto x$ is a homomorphism.

```
Proof:
i(g\cdoth)=g\cdoth=i(g)\cdoti(h)
```


## Lemma 3.3

If $\phi: G \rightarrow H$ and $\psi: H \rightarrow K$ are homomorphisms, then $\psi \circ \phi$ is a homomorphism.

Proof:
$\psi \circ \phi(g \cdot h)=\psi(\phi(g) \cdot \phi(h))=\psi(\phi(g)) \cdot \psi(\phi(h))$.

## Corollary 3.4

If $\phi: G \rightarrow H$ is a homomorphism, $K \leq G$, then the restriction $\left.\phi\right|_{K}$ is a homomorphism.

Proof:
$\phi_{K}=\phi \circ i$, where $i: K \rightarrow G$ is the inclusion $x \mapsto x$.

### 3.2 Homomorphisms and subgroups

If $f: X \rightarrow Y$ is a function, $S \subseteq X$, then $f(S):=\{f(x): x \in S\}$

## Proposition 3.5

If $\phi: G \rightarrow H$ is a homomorphism, and $K \leq G$, then $\phi(K) \leq H$.

Proof:
Since $K$ is non-empty, $\phi(K)$ is non-empty.
If $x, y \in \phi(K)$, then $x=\phi\left(x_{0}\right), y=\phi\left(y_{0}\right)$ for $x_{0}, y_{0} \in K$.
So $x y^{-1}=\phi\left(x_{0}\right) \phi\left(y_{0}\right)^{-1}=\phi\left(x_{0}\right) \phi\left(y_{0}^{-1}\right)=\phi\left(x_{0} y_{0}^{-1}\right) \in \phi(K)$, since $x_{0} y_{0}^{-1} \in K$.

## image

If $\phi: G \rightarrow H$ is a homomorphism, the image of $\phi$ is the subgroup $\operatorname{Im} \phi=\phi(G) \leq H$.

## Example:

Let $\phi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{\times}: x \mapsto e^{x}$. $e^{x}>0$ for all $x \in \mathbb{R}$, so $\operatorname{Im} \phi \subseteq \mathbb{R}_{>0}$. If $y \in \mathbb{R}_{>0}$, then $y=\phi(\log y)$, so $\operatorname{Im} \phi=\mathbb{R}_{>0}$.

If $K \leq G$ and $i: K \rightarrow G$ is inclusion, then $\operatorname{Im} i=K$.
$\phi: \mathbb{Z} \rightarrow \mathbb{Z}: k \mapsto m k$ for some $m \in \mathbb{Z} . \phi(\mathbb{Z})=m \mathbb{Z}$.

## Lemma 3.6

If $\phi: G \rightarrow H$ is a homomorphism with $\operatorname{Im} \phi \leq K \leq H$, then the function $\tilde{\phi}: G \rightarrow K: x \rightarrow \phi(x)$ is also a homomorphism with $\operatorname{Im} \tilde{\phi}=\operatorname{Im} \phi \leq K$.

Proof:

$$
\begin{aligned}
\tilde{\phi}(x \cdot y) & =\phi(x \cdot y) \\
& =\phi(x) \cdot \phi(y) \text { in } H \\
& =\tilde{\phi}(x) \cdot \tilde{\phi}(y) \text { in } K
\end{aligned}
$$

Also $\tilde{\phi}(G)=\phi(G)$, regarded as a subset of $K$.
Usually just refer to $\tilde{\phi}$ as $\phi$.

## Lemma 3.7

A homomorphism $\phi: G \rightarrow H$ is surjective if and only if $\operatorname{Im} \phi=H$.

Proof:
Obvious from definition.

## Corollary 3.8

$\phi$ induces a surjective homomorphism $\tilde{\phi}: G \rightarrow K$, where $K=\operatorname{Im} \phi$.

## Remark:

From Lemma 3.7, if $\phi$ is not surjective, then $\operatorname{Im} \phi<H$, then we can let $K=\operatorname{Im} \phi$, and then construct a surjective homomorphism by Lemma 3.6.

Because this is a bit abstract, it is helpful to go through some examples.
Recall the previous example: Let $\phi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{\times}: x \mapsto e^{x}$. $e^{x}>0$ for all $x \in \mathbb{R}$. This is not surjective, because $\operatorname{Im} \phi=\mathbb{R}_{>0}$. If we restrict the codomain to be $\mathbb{R}_{>0}$, then it is surjective.

Similarly for $\phi: \mathbb{Z} \rightarrow \mathbb{Z}: k \mapsto m k$ for some $m \in \mathbb{Z}$, but it induced surjective homomorphism $\mathbb{Z} \rightarrow m \mathbb{Z}$.

## Proposition 3.9

Let $\phi: G \rightarrow H$ be a homomorphism. If $S \subseteq G$, then $\phi(\langle S\rangle)=\langle\phi(S)\rangle$.

Proof:
$\phi\left(S^{-1}\right)=\left\{\phi\left(s^{-1}\right): s \in S\right\}=\left\{\phi(s)^{-1}: s \in S\right\}=\phi(S)^{-1}$. So

$$
\begin{aligned}
\phi(\langle S\rangle) & =\phi\left(\left\{s_{1} \cdots s_{k}: k \geq 0, s_{1}, \ldots, s_{k} \in S \cup S^{-1}\right\}\right) \\
& =\left\{\phi\left(s_{1}\right) \cdots \phi\left(s_{k}\right): k \geq 0, s_{1}, \ldots, s_{k} \in S \cup S^{-1}\right\} \\
& =\left\{t_{1} \cdots t_{k}: k \geq 0, t_{1}, \ldots, t_{k} \in \phi(S) \cup \phi(S)^{-1}\right\} \\
& =\langle\phi(S)\rangle
\end{aligned}
$$

## Remark:

We used the fact that $\phi\left(S \cup S^{-1}\right)=\phi(S) \cup \phi\left(S^{-1}\right)$, but it doesn't work for intersection.
If $f: X \rightarrow Y$ is a function, and $S \subseteq Y$, then $f^{-1}(S):=\{x \in X: f(x) \in S\}$.

## Proposition 3.10

If $\phi: G \rightarrow H$ is a homomorphism, $K \leq H$, then $\phi^{-1}(K) \leq G$.

Proof:
$\phi\left(e_{G}\right)=e_{H} \in K$, so $e_{G} \in \phi^{-1}(K)$.
If $x, y \in \phi^{-1}(K)$, then $\phi(x), \phi(y) \in K$. Thus $\phi\left(x y^{-1}\right)=\phi(x) \phi(y)^{-1} \in K$. Hence $x y^{-1} \in \phi^{-1}(K)$.
Thus it is a subgroup of $G$.

## kernel

If $\phi: G \rightarrow H$ is a homomorphism, then the kernel of $\phi$ is the subgroup $\operatorname{ker} \phi:=\phi^{-1}\left(e_{H}\right)=$ $\left\{g \in G: \phi(g)=e_{H}\right\} \leq G$.

## Example:

For det : $\mathrm{GL}_{n} \mathbb{K} \rightarrow \mathbb{K}^{\times}$, ker $\operatorname{det}=\left\{A \in \mathrm{GL}_{n}: \operatorname{det}(A)=1\right\}$.
This subgroup of $\mathrm{GL}_{n} \mathbb{K}$ is called the special linear group, and is denoted by $\mathrm{SL}_{n} \mathbb{K}$.
If $\phi: \mathbb{Z} \rightarrow \mathbb{Z}: k \mapsto m k$, then $\phi(k)=0$ if and only if $m k=0$, so

$$
\operatorname{ker} \phi= \begin{cases}\{0\} & m \neq 0 \\ \mathbb{Z} & m=0\end{cases}
$$

If $\phi: \mathbb{R} \rightarrow \mathbb{R}^{\times}: x \mapsto e^{x}$, then $e^{x}=1$ if and only if $x=0$, so $\operatorname{ker} \phi=\{0\}$.
We can generalize the last example into the following proposition.

## Proposition 3.11

A homomorphism $\phi: G \rightarrow H$ is injective if and only if $\operatorname{ker} \phi=\left\{e_{G}\right\}$.

## Proof:

$\Rightarrow$ If $\phi$ is injective, then $\phi(x)=\phi\left(e_{H}\right)=\phi\left(e_{G}\right)$ if and only if $x=e_{G}$, so $\operatorname{ker} \phi=\left\{e_{G}\right\}$.
$\Leftarrow$ Suppose $\operatorname{ker} \phi=\left\{e_{G}\right\}$, and $\phi(x)=\phi(y)$. Then $\phi\left(x y^{-1}\right)=\phi(x) \phi(y)^{-1}=e_{H}$, so $x y^{-1} \in \operatorname{ker} \phi$. But then $x y^{-1}=e_{G}$, so $x=y$ which implies that $\phi$ is injective.

### 3.2.1 Application: subgroups of cyclic groups

## Proposition 3.12

If $H$ is a subgroup of a cyclic group $G$, then $H$ is cyclic.

Proof:
We need following facts:

1. All subgroups of $\mathbb{Z}$ are of the form $m \mathbb{Z}=\langle m\rangle$, hence cyclic.
2. $G$ is cyclic if and only if there is surjective homomorphism $\mathbb{Z} \rightarrow G$.
3. If $f: X \rightarrow Y$ is a surjective function, and $S \subseteq Y$, then $f\left(f^{-1}(S)\right)=S$.

The first two are left as exercises. The last one is not hard to see.
Since $G$ is cyclic, there is a surjective homomorphism $\phi: \mathbb{Z} \rightarrow G$.
Since all subgroups of $\mathbb{Z}$ are cyclic, there is $m \in \mathbb{Z}$ such that $\phi^{-1}(H)=\langle m\rangle$.
Let $\psi: \mathbb{Z} \rightarrow \mathbb{Z}$ be homomorphism with $\psi(k)=m k$.
Then $\phi \circ \psi: \mathbb{Z} \rightarrow G$ is homomorphism.
$\phi \circ \psi(\mathbb{Z})=\phi(m \mathbb{Z})=\phi\left(\phi^{-1}(H)\right)=H$.
Then we can restrict codomain of $\phi \circ \psi$ to get surjective homomorphism $\mathbb{Z} \rightarrow H$.
Hence $H$ is cyclic.

### 3.3 Isomorphisms

## in/sur/bi-jective

Let $f: X \rightarrow Y$ be a function. Then $f$ is:

1. injective if for all $x, y \in X, f(x)=f(y) \Longrightarrow x=y$,
2. surjective if for all $y \in Y, \exists x \in X$ with $f(x)=y$, and
3. bijective if $f$ is both injective and surjective.

## Proposition 3.13

$f: X \rightarrow Y$ is a bijection if and only if there is a function $g: Y \rightarrow X$ such that $f \circ g=1_{Y}$ and $g \circ f=1_{X}$.

If $g$ exists, then it is unique, and we denote it by $f^{-1}$.

## isomorphism

A homomorphism $\phi: G \rightarrow H$ is an isomorphism if $\phi$ is a bijection.

## Lemma 3.14

$\phi: G \rightarrow H$ is an isomorphism if and only if $\operatorname{ker} \phi=\left\{e_{G}\right\}$ and $\operatorname{Im} \phi=H$.

Example:
$\mathbb{R}^{+} \rightarrow \mathbb{R}_{>0}: x \mapsto e^{x}$ is an isomorphism.
If $\phi: G \rightarrow H$ is injective, then $\phi$ induces an isomorphism $G \rightarrow \operatorname{Im} \phi$.

## Proposition 3.15

Suppose $\phi: G \rightarrow H$ is an isomorphism. Then $\phi^{-1}: H \rightarrow G$ is also an isomorphism.

Proof:
$\phi^{-1}$ is also a bijection, so just need to show that it is a homomorphism.
If $g, h \in H$, then

$$
\phi\left(\phi^{-1}(g) \cdot \phi^{-1}(h)\right)=\phi\left(\phi^{-1}(g)\right) \phi\left(\phi^{-1}(h)\right)=g \cdot h
$$

So $\phi^{-1}$ is a homomorphism, hence isomorphism.

## Corollary 3.16

A homomorphism $\phi: G \rightarrow H$ is an isomorphism if and only if there is a homomorphism $\psi: H \rightarrow G$ such that

- $\psi \circ \phi=1_{G}$, and
- $\phi \circ \psi=1_{H}$.


## Proof:

$\Rightarrow$ If $\phi$ is an isomorphism, then can take $\psi=\phi^{-1}$.
$\Leftarrow$ If $\psi$ exists, then $\phi$ is a bijection.

## isomorphic

We say that $G$ and $H$ are isomorphic if there is an isomorphism $\phi: G \rightarrow H$.
Notation: $G \cong H$.

Key facts:

- If $G \cong H$ then $H \cong G$.

Proof:
If $\phi: G \rightarrow H$ is an isomorphism, then $\phi^{-1}: H \rightarrow G$ is an isomorphism.

- If $G \cong H$ and $H \cong K$ then $G \cong K$.

Proof:
If $\phi: G \rightarrow H$ is an isomorphism and $\psi: H \rightarrow K$ is an isomorphism, then $\psi \circ \phi$ is an isomorphism.

- $G \cong G$.

Proof:
$1_{G}: G \rightarrow G$ is an isomorphism.
Idea If $G \cong H$, then $G$ and $H$ are identical as groups.
If $\phi: G \rightarrow H$ is an isomorphism, then

- $|G|=|H|$
- $G$ is abelian if and only if $H$ is abelian
- $|g|=|\phi(g)|$ for all $g \in G$
- $K \subseteq G$ is a subgroup of $G$ if and only if $\phi(K)$ is a subgroup of $H$


## Proposition 3.17

If $G$ and $H$ are cyclic groups, then $G \cong H$ if and only if $|G|=|H|$.

## Proof:

Suppose $|G|=\langle a\rangle, H=\langle b\rangle$.
$\Leftarrow$ Assume that $|G|=|H|$.
Claim $\quad a^{i}=a^{j}$ for $i<j$ if and only if $|a| \mid j-i$.

## Proof

$$
\begin{aligned}
& \Leftarrow \text { If } a^{i}=a^{j} \text { then } a^{j-i}=e . \\
& \Rightarrow \text { If }|a| \mid j-i \text {, then } j-i=k|a| \text {. So } a^{j-i}=a^{k|a|}=e \Longrightarrow a^{j}=a^{i} .
\end{aligned}
$$

Note: if $|a|=+\infty, a^{i} \neq a^{j}$ for all $i \neq j \in \mathbb{Z}$.
Then we define a function $\phi: G \rightarrow H: a^{i} \mapsto b^{i}$.
Well-defined? $|a|=|G|=|H|=|b|$.
$a^{i}=a^{h} \Longrightarrow|a||j-i \Longrightarrow| b| | j-i \Longrightarrow b^{i}=b^{j}$
Homomorphism? $\phi\left(a^{i} \cdot a^{j}\right)=\phi\left(a^{i+j}\right)=b^{i+j}=b^{i} \cdot b^{j}=\phi\left(a^{i}\right) \cdot \phi\left(a^{j}\right)$ for all $a^{i}, a^{j} \in G$.
Inverse? $\psi: H \rightarrow G: b^{i} \mapsto a^{i}$ is well-defined. Clearly $\psi$ is inverse to $\phi$.
Thus $\phi$ is isomorphism $\Longrightarrow G \cong H$.
$\Rightarrow$ If $G \cong H$, then $|G|=|H|$ which holds for all groups. Same cardinality thus same order.

## Corollary 3.18

Suppose $G$ is a cyclic group.

- If $|G|=+\infty$, then $G \cong \mathbb{Z}$.
- If $|G|=n<+\infty$, then $G \cong \mathbb{Z} / n \mathbb{Z}$.


## Corollary 3.19

Cyclic groups are abelian.

## multiplicative form of cyclic groups

Let $a$ be formal indeterminate (can use any letter). Let

- $C_{\infty}=\left\{a^{i}: i \in \mathbb{Z}\right\}, a^{i} \cdot a^{j}=a^{i+j}$
- $C_{n}=\left\{a^{i}: i \in \mathbb{Z} / n \mathbb{Z}\right\}, a^{i} \cdot a^{j}=a^{i+j}$

Of course we have $C_{\infty} \cong \mathbb{Z}$ via $a^{i} \mapsto i$, and $C_{n} \cong \mathbb{Z} / n \mathbb{Z}$ via $a^{i} \mapsto i$.

### 3.4 Cosets

Recall linear subspaces are motivation for definition of subgroups. Let $T: V \rightarrow W$ be a linear transformation. (so $T$ is also a group homomorphism $(V,+) \rightarrow(W,+)$ ). $\operatorname{ker} T=\{x \in V: T(x)=0\}=$ "solutions to $T x=0$ ".

What are solutions to $T x=b$ ?
They can be empty: $T x=b$ has a solution if and only if $b \in \operatorname{Im} T$. If $b \in \operatorname{Im} T$, and $T x=b$ has a solution $x_{0}$, then all other solutions are of the form $x_{0}+x_{1}$, for $x_{1} \in \operatorname{ker} T$.

Conclusion: space of solutions has form $x_{i}+\operatorname{ker} T . x_{0}+\operatorname{ker} T$ is called an affine subspace. (it's like a linear subspace, but doesn't have to contain o). We can still talk about the dimension.

## coset

If $S \subseteq G$, and $g \in G$, we let

$$
g S=\{g h: h \in S\} \text { and } S g=\{h g: h \in S\}
$$

If $H \leq G, g H$ is called a left coset of $H$ in $G$ and $H g$ is called a right coset of $H$ in $G$.

## Remark:

We also refer these sets: left/right translate of $S$ by $g$.
For abelian groups, $g H=H g$.
Additive notation: coset of $H$ in $(G,+)$ is $g+H$.
Example:
$U$ subspace of vector space $(V,+, \cdot)$, cosets of $U$ are affine subspaces $v+U$ for $v \in V$.

Given $m \in \mathbb{Z}$, cosets of $m \mathbb{Z}$ are sets

$$
a+m \mathbb{Z}=\{a+k m: k \in \mathbb{Z}\}=\{x \in \mathbb{Z}: x \equiv a \bmod m\}
$$

We can think of the cosets as the sets of solutions to system of equations.
Example: Dihedral group $\langle s\rangle$
Recall $D_{2 n}=\left\{s^{i} r^{j}: 0 \leq i<n, j \in\{0,1\}\right\}$.
Let $H=\langle s\rangle=\left\{e=s^{0}, s^{1}, \ldots, s^{n-1}\right\}$
What are the right cosets of $H$ ?

$$
\begin{aligned}
H & =H e \\
H r & =\left\{r, s r, \ldots, s^{n-1} r\right\} \\
H s^{i} & =\left\{s^{i}, s^{i+1}, \ldots, s^{n-1}, e, s^{1}, \ldots, s^{i-1}\right\}=H \\
H s^{i} r & =\left\{s^{i} r, s^{i+1} r, \ldots, s^{n-1} r, r, s r, \ldots, s^{i-1} r\right\}=H r
\end{aligned}
$$

Conclusion: right cosets are $H$ and Hr .
Also $D_{2 n}=H \sqcup H r$, where $\sqcup$ is disjoint union.
What about the left cosets of $H=\langle s\rangle$ ?
Exercise:

- use $r s=s^{-1} r$ to show $s^{i}=r s^{-i}$ for all $i \in \mathbb{Z}$.
- if $S \subseteq G, g, h \in G$, then $g h S=g(h S)$. This follows from the associativity of the group. With these facts,

$$
\begin{aligned}
s^{i} H & =H \\
s^{i} r H & =r s^{-i} H=r H
\end{aligned}
$$

Conclusion: left cosets of $H$ are $H, r H$

$$
\begin{aligned}
r H & =\left\{r, r s, r s^{2}, \ldots, r s^{n-1}\right\} \\
& =\left\{r, s^{-1} r, s^{-2} r, \ldots, s^{1-n} r\right\} \\
& =\left\{r, s^{-1} r, s^{-2} r, \ldots, s r\right\} \\
& =\left\{r, s^{n-1} r, s^{n-2} r, \ldots, s r\right\} \\
& =H r
\end{aligned}
$$

Example: Dihedral group $\langle r\rangle$
What about $H=\langle r\rangle=\{e, r\}$ ?
Left cosets: $r H=\{r, e\}=H$ and $s^{i} H=\left\{s^{i}, s^{i} r\right\}=s^{i} r H$.
Conclusion: Left cosets are $s^{i} H, 0 \leq i<n$, and

$$
D_{2 n}=\bigsqcup_{i=0}^{n-1} s^{i} H
$$

Right cosets: $H r=\{r, e\}=H$ and $H s^{i}=\left\{s^{i}, r s^{i}\right\}=\left\{s^{i}, s^{-i} r\right\}$ $H s^{i} r=\left\{s^{i} r, s^{-i}\right\}=H s^{-i}$

Conclusion: Right cosets are $H s^{i}, 0 \leq i<n$, and $D_{2 n}=\bigsqcup_{i=0}^{n-1} H s^{i}$.
| In this case, left cosets and right cosets are different.

## set of left/right cosets

If $H \leq G$, let

$$
G / H=\{g H: g \in G\}=\{S \subseteq G: S=g H \text { for some } g \in G\}
$$

be the set of left cosets of $H$ in $G$, and

$$
H \backslash G=\{H g: g \in G\}=\{S \subseteq G: S=H g \text { for some } g \in G\}
$$

be the set of right cosets of $H$ in $G$.

## Remark:

It is read as $G \bmod H$. We count each subset once.
We are very interested in trying to understand $G / H$ and $H \backslash G$.
Example: $D_{2 n}$
$D_{2 n} /\langle s\rangle=\{\langle s\rangle, r\langle s\rangle\}$
$D_{2 n} /\langle r\rangle=\left\{s^{i}\langle r\rangle, 0 \leq i<n\right\}$
Example: $\mathbb{Z} / n \mathbb{Z}$
Consider $n \mathbb{Z} \leq \mathbb{Z}$.
$a+n \mathbb{Z}=\{x \in \mathbb{Z}: x \equiv a \bmod n\}=:[a]$. Thus

$$
\begin{aligned}
\mathbb{Z} / n \mathbb{Z} & =\{a+n \mathbb{Z}: a \mathbb{Z}\} \\
& =\{a+n \mathbb{Z}: 0 \leq a<n\} \\
& =\{[a]: 0 \leq a<n\}
\end{aligned}
$$

Big question for next week: for $H \leq G$, is $G / H$ always a group? spoiler: no...
Suppose $\phi: G \rightarrow K$ is a homomorphism, let $H=\operatorname{ker} \phi$. Note that $\phi(x)=b$ has a solution $x$ for $b \in K$ if and only if $b \in \operatorname{Im} \phi$.

## Lemma 3.20

Suppose $\phi\left(x_{0}\right)=b$. The set of solutions $\phi^{-1}(\{b\})$ to $\phi(x)=b$ is $x_{0} H=H x_{0}$.

## Proof:

Suppose $\phi\left(x_{1}\right)=b$. Then $\phi\left(x_{0}^{-1} x_{1}\right)=\phi\left(x_{0}\right)^{-1} \phi\left(x_{1}\right)=b^{-1} b=e$. Thus $x_{0}^{-1} x_{1} \in H$. Therefore $x_{1}=x_{0}\left(x_{0}^{-1} x_{1}\right) \in H$.

Conversely, if $x_{1}=x_{0} h$ for $h \in H$, then $\phi\left(x_{1}\right)=\phi\left(x_{0} h\right)=\phi\left(x_{0}\right) \phi(h)=b e=b$. Therefore, every element of $x_{0} H$ is a solution.

Same argument for right cosets shows set of solutions is $H x_{0}$.
In this case, left cosets are right cosets.

## Lemma 3.21

Suppose $\phi\left(x_{0}\right)=b$. Then set of solutions to $\phi(x)=b$ is $x_{0} \cdot \operatorname{ker} \phi$.

## Proposition 3.22

If $\phi: G \rightarrow K$ is a homomorphism, then there is a bijection between $G / \operatorname{ker} \phi$ and $\operatorname{Im} \phi$.

```
Proof:
g}\operatorname{ker}\phi\inG/\operatorname{ker}\phi\mathrm{ is the set of solutions to }\phi(x)=b\mathrm{ where b= 片). As a result, }\phi(g\cdot\operatorname{ker}\phi)={b}
b}\in\operatorname{Im}\phi\mathrm{ .
```

In the other direction, given $b \in \operatorname{Im} \phi, g \operatorname{ker} \phi=\phi^{-1}(\{b\})$.
From Lemma 3.21, we see these two mappings are inverses of each other, thus bijection.
Example:
Suppose $G=\mathbb{Z}, K=\mathbb{Z} / n \mathbb{Z}$.
From tutorial: there is a homomorphism $\phi: \mathbb{Z} \rightarrow \mathbb{Z} / n \mathbb{Z}: a \mapsto[a]$.
$\operatorname{ker} \phi=\mathbb{Z}, \operatorname{Im} \phi=\mathbb{Z} / n \mathbb{Z}$.
Elements of $\mathbb{Z} / n \mathbb{Z}=\{[a]: 0 \leq a<n\}=\{a+n \mathbb{Z}: 0 \leq a<n\}$
$a+n \mathbb{Z}$ is the set of solutions of $[x] \equiv[a]$ in $\mathbb{Z} / n \mathbb{Z}$.

### 3.5 The index and Lagrange's theorem

Given $H \leq G$, how many left cosets does $H$ have in $G$ ?

## index

The index of $H$ in $G$ is

$$
[G: H]:= \begin{cases}|G / H| & G / H \text { is finite } \\ +\infty & G / H \text { is infinite }\end{cases}
$$

## Theorem 3.23: Lagrange's theorem

If $H \leq G$, then

$$
|G|=[G: H] \cdot|H|
$$

## Remark:

Why are we use left cosets here for index? Why not right cosets? Anything holds for left cosets should also be expected hold for right cosets with the order of product reversed. Lagrange's theorem didn't mention the order of product. Thus we should expect it holds for right cosets as well. Thus when $G$ is finite, Lagrange's theorem should imply the number of left cosets is equal to the number of right cosets.

## Proposition 3.24

The function $\phi: G / H \rightarrow H \backslash G: S \mapsto S^{-1}$ is a bijection.

Proof:
First we check $\phi$ is will defined: if we are given left coset $S$, then $S^{-1}$ is a right coset.

Suppose $S \in G / H$, so $S=g H$ for some $g \in G$. Then

$$
\begin{aligned}
S^{-1} & =\left\{(g h)^{-1}: h \in H\right\} \\
& =\left\{h^{-1} g^{-1}: h \in H\right\} \\
& \stackrel{*}{=}\left\{h g^{-1}: h \in H\right\} \\
& =H g^{-1}
\end{aligned}
$$

*: because $H \rightarrow H: h \mapsto h^{-1}$ is a bijection.
So $\phi$ is well-defined, and same argument shows $\psi: H \backslash G \rightarrow G / H: S \mapsto S^{-1}$ is well-defined.
Finally, $\psi$ is an inverse to $\phi$.
Thus can use either left or right cosets to define index:

## Corollary 3.25

If $H \leq G$ then

$$
[G: H]= \begin{cases}|H \backslash G| & H \backslash G \text { is finite } \\ +\infty & H \backslash G \text { is infinite }\end{cases}
$$

## Theorem 3.26: Lagrange's theorem (detailed)

If $H \leq G$, then $|G|=[G: H] \cdot|H|$. (In particular, $|H|$ divides $|G|$.) Furthermore, if $G$ is finite, then $[G: H]=\frac{|G|}{|H|}$.

## Remark:

We don't want to use the second formula if $|G|$ and $|H|$ both are infinite. See proof in the next section.

Example:
$G=D_{2 n}, H=\langle s\rangle,\left|D_{2 n}\right|=2 n,|H|=n$, so $[G: H]=2$.
$G=D_{2 n}, H=\langle r\rangle,\left|D_{2 n}\right|=2 n,|H|=2$, so $[G: H]=n$.
$G=\mathbb{Z}, H=m \mathbb{Z} .|G|=|H|=+\infty,[G: H]=|\mathbb{Z} / m \mathbb{Z}|=m$. So $|G|=[G: H] \cdot|H|$, but we don't get any info about $[G: H]$ from Lagrange's theorem. However, it still gives us some info in many cases.

## Corollary 3.27

If $x \in G$, then $|x|$ divides $|G|$.

```
Proof:
|x| = |\langlex\rangle| and |\langlex\rangle| divides |G|.
```


## Proposition 3.28

If $|G|$ is prime, then $G$ is cyclic.

Proof:
Here we don't treat $+\infty$ as a prime number, and 1 is not a prime number.
Let $x \in G, x \neq e$. Then $|x| \neq 1$, and $|x|||G|$, so $| x|=|G|$. Since $|\langle x\rangle|=|x|=|G|, G=\langle x\rangle$.

| Order | Known groups |
| :---: | :--- |
| 1 | Trivial group |
| 2 | $\mathbb{Z} / 2 \mathbb{Z}$ |
| 3 | $\mathbb{Z} / 3 \mathbb{Z}$ |
| 4 | $\mathbb{Z} / 4 \mathbb{Z}$, ?? |
| 5 | $\mathbb{Z} / 5 \mathbb{Z}$ |
| 6 | $\mathbb{Z} / 6 \mathbb{Z}, D_{6}=S_{3}$, ?? |
| 7 | $\mathbb{Z} / 7 \mathbb{Z}$ |
| 8 | $\mathbb{Z} / 8 \mathbb{Z}, D_{8}$, ?? |
| 9 | $\mathbb{Z} / 9 \mathbb{Z}$, ?? |

Table 3.1: Groups of small order
$? ?=$ could be more groups.

## Corollary 3.29

If $\phi: G \rightarrow K$ is a homomorphism, then $|\operatorname{Im} \phi|=[G: \operatorname{ker} \phi]$, and hence divides $|G|$.

## Proof:

There is a bijection $G / \operatorname{ker} \phi \rightarrow \operatorname{Im} \phi$, so $|\operatorname{Im} \phi|=[G: \operatorname{ker} \phi]$. Then Lagrange's theorem implies [ $G: H$ ] divides $|G|$ for any $H \leq G$.

## Note:

Lagrange's theorem also implies that $|\operatorname{Im} \phi|$ divides $|K|$.

## Exercise:

If $G, K$ are groups, then $\phi: G \rightarrow K: g \mapsto e_{K}$ is a homomorphism (called the trivial homomorphism).
$\phi: G \rightarrow K$ is the trivial homomorphism if and only if $\operatorname{Im} \phi=\{e\}$, the trivial subgroup.

## Corollary 3.30

If $G$ and $K$ have coprime order, then the only homomorphism $\phi: G \rightarrow K$ is the trivial homomorphism.

### 3.6 Proof of Lagrange's theorem

How to prove this theorem?
Recall

$$
\begin{aligned}
D_{2 n} & =\left\{s^{i} r^{j}: 0 \leq i<n, j \in\{0,1\}\right\} \\
& =\langle s\rangle \sqcup r\langle s\rangle \quad(|s|=n) \\
& =\bigsqcup_{i=0}^{n-1} s^{i}\langle r\rangle \quad(|r|=2)
\end{aligned}
$$

In example, cosets of $H$ are disjoint, we can divide $G$ into $[G: H]$ sets of size $|H|$. Does this work in general? Need to better understand cosets.

## Proposition 3.31

Let $H \leq G$, and suppose $g, k \in G$. Then the following are equivalent:
(a) $g^{-1} k \in H$
(b) $k \in g H$
(c) $g H=k H$
(d) $g H \cap k H \neq \varnothing$

Example:
$h H=H$ if and only if $h \in H$. (This is from (c) and (a))
Proof:
(a) $\Rightarrow$ (b) If $g^{-1} k=h \in H$, then $k=g h \in g H$.
(b) $\Rightarrow$ (c) Suppose $k=g h$ for $h \in H$. If $h^{\prime} \in H$, then $k h^{\prime}=g\left(h h^{\prime}\right) \in g H$, since $h h^{\prime} \in H$. So $k U \subseteq g H$.

For the reverse inclusion, notice that $g=k h^{-1} \in k H$. If $h^{\prime} \in H$, then $g h^{\prime}=k\left(h^{-1} h^{\prime}\right) \in k H$, so $g H \subseteq k H$.
(c) $\Rightarrow$ (d) Since $e \in H$, then $g \in g H$, so $g H \neq \varnothing$. If $g H=k H$, then $g H \cap k H=g H \neq \varnothing$.
(d) $\Rightarrow$ (a) Suppose $x \in g H \cap k H$. Then $x=g h_{1}=k h_{2}$ for $h_{1}, h_{2} \in H$. Multiply on the left by $g^{-1}$, right by $h_{2}^{-1}$. So $g^{-1} k=h_{1} h_{2}^{-1} \in H$.

## partition

Let $X$ be a set. A partition of $X$ is a subset $\mathcal{Q}$ of $2^{X}$ such that
(a) $\cup_{S \in \mathcal{Q}} S=X$, and
(b) $S \cap T=\varnothing$ for all $S \neq T \in \mathcal{Q}$.

Here $2^{X}$ denotes set of subsets of $X$.

## Exercise:

If $\mathcal{Q} \subseteq 2^{X}$, then the following are equivalent:

- $\mathcal{Q}$ is a partition
- $X=\bigsqcup_{S \in \mathcal{Q}} S$
- Every element of $X$ is contained in exactly one element of $\mathcal{Q}$.


## Corollary 3.32

If $H \leq G$, then $G / H$ is a partition of $G$.

Proof:
Let $g \in G$, then $g \in g H$, so every element of $G$ belongs to some element of $G / H$. Consequently, $\bigcup_{S \in G / H} S=G$.

Suppose $S \neq T \in G / H$ (so $S=g H, T=k H$ for some $g, k \in G$ ). If $S \cap T \neq \varnothing$, then $S=T$ by parts (c) and (d) of Proposition 3.31. So $S \cap T=\varnothing$.

## Lemma 3.33

If $S \subseteq G, g \in G$, then $S \rightarrow g S: h \mapsto g h$ is a bijection.

Proof:
Inverse is $g S \rightarrow S: h \mapsto g^{-1} h$.
Consequence: If $H$ is finite, and $g \in G$, then $|g H|=|H|$.
Now we can prove the Lagrange's theorem.
Proof:
If $|H|=+\infty$ then $|G|=+\infty$. Since cosets are disjoint, if $[G: H]=+\infty$ then $|G|=+\infty$.
Suppose $|H|,[G: H]$ are finite.
By Lemma 3.33, $|g H|=|H|$ for all $g \in G$.
Since $G / H$ is a partition of $G, G$ is a disjoint union of $[G: H]$ subsets, all of size $|H|$.
Conclude that $|G|=[G: H] \cdot|H|$.

### 3.6.1 Equivalence relations

## relation ~

Let $X$ be a set. A relation $\sim$ on $X$ is a subset of $X \times X$.
Notation: $a \sim b$ if $(a, b) \in \sim$.

Example:
$=$ on $X . \leq,<,>, \geq$ on $\mathbb{N}$ (or any ordered set). $\subseteq$ on $2^{X}$.

## equivalence relation

A relation $\sim$ on $X$ is an equivalence relation if

- $x \sim x$ for all $x \in X$ (reflexivity)
- $x \sim y \Longrightarrow y \sim x$ for all $x, y \in X$ (symmetry), and
- $x \sim y$ and $y \sim x$ for all $x, y, z \in X$ (transitivity).


## Example:

$=$ on $X . \equiv_{m}$, congruence $\bmod m$, is an equivalence relation on $\mathbb{Z}$.
$\leq,<$ on $\mathbb{N}, \mathbb{R}$, etc. are not equivalence relations.
Isomorphism $\cong$ is an equivalence relation on the proper class of groups. Note that there is no set of all sets, or set of all groups.

## equivalence class

If $\sim$ is an equivalence relation on $X$, the equivalence class of $x \in X$ is $[x]=[x]_{\sim}:=\{y \in X$ : $x \sim y\}$.

## Proposition 3.34

Let $\sim$ be an equivalence relation on $X$. If $x, y \in X$ then the following are equivalent:
(a) $x \sim y$
(b) $y \in[x]$
(c) $[x]=[y]$
(d) $[x] \cap[y] \neq \varnothing$

Proof:
(a) $\Rightarrow$ (b) Follows immediately from definition of equivalent classes.
(b) $\Rightarrow$ (c) Assume $y \in[x]$. If $z \in[y]$, then $x \sim y \sim z$, and by transitivity, $z \in[x]$. Thus $[y] \subseteq[x]$. Also $x \sim y \Longrightarrow y \sim x$, which implies $[x] \subseteq[y]$.
(c) $\Rightarrow$ (d) Assume $[x]=[y],[x] \cap[y]=[x] \supset\{x\} \neq \varnothing$.
(d) $\Rightarrow$ (a) If $x \in[x] \cap[y]$, then $x \sim z \sim y \Longrightarrow x \sim y$.

## Corollary 3.35

If $\sim$ is an equivalence relation on $X$, then $\left\{[x]_{\sim}: x \in X\right\}$ is a partition of $X$.

## Proof:

Since $x \sim x, x \in[x]$. Therefore, every element $x$ belongs to some equivalent class. If two equivalent class intersect, they must be equal. Thus $X$ is a disjoint union of its equivalent classes.

Thus equivalence relation $\Longrightarrow$ partition. It turns out we can go the opposite direction:

## Lemma 3.36

If $\mathcal{Q}$ is a partition of $X$, then there is an equivalence relation $\sim$ on $X$ such that $\left\{[x]_{\sim}: x \in X\right\}=$ $\mathcal{Q}$.

Proof:
Every element $x \in X$ is contained in a unique set $S_{x} \in \mathcal{Q}$. Define $\sim$ by saying $x \sim y$ if and only if $S_{x}=S_{y}$. This defines an equivalence relation.

## Proposition 3.37

If $H \leq G$, define a relation $\sim_{H}$ on $G$ by $g \sim_{H} k$ if $g^{-1} k \in H$. Then $\sim_{H}$ is an equivalence relation, and the equivalence class of $g \in G$ is $[g]=g H$.

## Remark:

From the proposition, we would say $h \sim e$ if and only if $h \in H$.
Proposition 3.37 follows from that cosets partition G. Proposition 3.31 is a special case of Proposition 3.34. Thus we can prove that $\sim_{H}$ is equivalence class directly, and use Proposition 3.37 to prove Proposition 3.31.

### 3.7 Normal subgroups

Recall Proposition 3.31, by symmetry:

## Proposition 3.38

Let $H \leq G$, and suppose $g, k \in G$. Then the following are equivalent:
(a) $\mathrm{kg}^{-1} \in H$
(b) $k \in H g$
(c) $H g=H k$
(d) $H g \cap H k \neq \varnothing$

Caution: $g^{-1} k \in H$ does not necessarily imply $\mathrm{kg}^{-1} \in H$.

## Lemma 3.39

If $H \leq G$ and $H g=h H$ for $g, h \in G$, then $g H=H g$.

Proof:
$g \in H g=h H$, so $g H=h H$.

## normal subgroup

A subgroup $N \leq G$ is a normal subgroup if $g N=N g$ for all $g \in G$.
Notation: $N \unlhd G$.

## conjugate of $h$ by $g$

If $g, h \in G$, the conjugate of $h$ by $g$ is $g h g^{-1}$.

Conjugates come up in linear algebra in change of basis and diagonalization.
Recall: $g S=\{g h: h \in S\}, S g=\{h g: h \in S\}$. So $g S g^{-1}=\left\{g h g^{-1}: h \in S\right\}$.
As previously mentioned, $g(h S)=(g h) S,(S g) h=S(g h), g(S h)=(g S) h, e S=S=S e$.
So $g N=N g$ if and only if $g N g^{-1}=N$. Here we
Also: $S \subseteq T$ if and only if $g S \subseteq g T$ if and only if $S g \subseteq T g$.

## Proposition 3.40

Let $N \leq G$. Then the following are equivalent:
(1) $N \unlhd G(g N=N g \forall g \in G)$
(2) $g N g^{-1}=N$ for all $g \in G$
(3) $g N g^{-1} \subseteq N$ for all $g \in G$
(4) $G / N=N \backslash G$
(5) $G / N \subseteq N \backslash G$
(6) $N \backslash G \subseteq G / N$

Proof:
We've already done $(1) \Longleftrightarrow$ (2). Clearly $(2) \Longrightarrow$ (3).
To see $(3) \Longrightarrow(2)$, suppose $g N g^{-1} \subseteq N$ for all $g \in G$. Given $g \in G$, we know $g^{-1} N g \subseteq N$ by apply assumption to $g^{-1}$. Thus $N \subseteq g N g^{-1}$. Hence $N=g N g^{-1}$, so (2) holds.

By definition, $(1) \Longrightarrow(4) \Longrightarrow(5),(6)$.
(5) $\Longrightarrow$ (1): Suppose $G / N \subseteq N \backslash G$. If $g \in G$, then $g N=N h$ for some $h \in G$. By Lemma 3.39, $g N=N g$.
$(6) \Longrightarrow(1):$ Similar.
Example:
$\langle s\rangle \leq D_{2 n}$ : Already seen $G /\langle s\rangle=\langle s\rangle \backslash G$. So $\langle s\rangle \unlhd D_{2 n}$. Can also check $s^{i}\langle s\rangle s^{-i}=\langle s\rangle, r\langle s\rangle r^{-1}=\langle s\rangle$ (since $r s^{i} r^{-1}=s^{-i}$ ).
$\langle r\rangle \leq D_{2 n}: G /\langle r\rangle \neq\langle r\rangle \backslash G$, so $\langle r\rangle$ is not normal. Indeed, $s r s^{-1}=s^{2} r \notin\langle r\rangle$ for $n \geq 3$.
If $G$ is abelian, then all subgroups are normal.
If $\phi: G \rightarrow K$ is a homomorphism, then $\operatorname{ker} \phi$ is normal. Previously, we have proved $G / \operatorname{ker} \phi \equiv$ solution sets to equations $\phi(x)=b, b \in \operatorname{Im} \phi=\operatorname{ker} \phi \backslash G$. Alternatively, we can use statement (2): if $x \in \operatorname{ker} \phi, g \in G$, then $\phi\left(g x g^{-1}\right)=\phi(g) \phi(x) \phi(g)^{-1}=\phi(g) \phi(g)^{-1}=e$, so $g x g^{-1} \in \operatorname{ker} \phi \Longrightarrow$ $g(\operatorname{ker} \phi) g^{-1} \subseteq \operatorname{ker} \phi$.

The subgroup relation $\leq$ is transitive: If $H \leq G$ ( $G$ considered as group) and $K \leq H$ ( $H$ considered as group) then $K \leq G$. Normally we just say $K \leq H \leq G \Longrightarrow K \leq G$.

The normal subgroup relation $\unlhd$ is not transitive: Consider $H=\left\langle r, s^{2}\right\rangle \leq D_{8} . r s^{2}=s^{4-2} r=s^{2} r \Longrightarrow$ $r s^{2} r^{-1}=s^{2}$. We know $H \unlhd D_{8}$, and $H$ is abelian. Since $H$ is abelian, then $\langle r\rangle \unlhd H$. However, $\langle r\rangle \nsubseteq D_{8}$.

### 3.8 Normalizers and the center

## normalizer of $S$ in $G$

Let $S \subseteq G$. Then $N_{G}(S):=\left\{g \in G: g S g^{-1}=S\right\}$ is called the normalizer of $S$ in $G$.

## Lemma 3.41

$N_{G}(S) \leq G$.

Proof:
$e S e=S$, so $e \in N_{G}(S)$.
If $g, h \in N_{G}(S)$, then $g h S(g h)^{-1}=g\left(h S h^{-1}\right) g^{-1}=g S g^{-1}=S$, so $g h \in N_{G}(S)$.
If $g \in N_{G}(S)$, then $g^{-1} S g=g^{-1}\left(g S g^{-1}\right) g=e S e=S$. So $g^{-1} \in N_{G}(S)$.

## Lemma 3.42

Suppose $H \leq G$. Then $H \unlhd G$ if and only if $N_{G}(H)=G$.

## Corollary 3.43

If $G=\langle S\rangle$, and $H \leq G$, then $H \unlhd G$ if and only if $g H g^{-1}=H$ for all $g \in S$.

Proof:
$H \unlhd G$ if and only if $N_{G}(H)=G$ if and only if $S \subseteq N_{G}(H)$.
Remark:
It will be helpful to check a subgroup is normal. Warning: it is possible to have $g \mathrm{Hg}^{-1} \subseteq H$ and $g \notin N_{G}(H)$.

## Lemma 3.44

If $|g|<+\infty$, and $g H^{-1} \subseteq H$, then $g \in N_{G}(H)$.

Proof:
Prove by induction. If $g H g^{-1} \subseteq H$, then $g^{i} H g^{-i} \subseteq H$ for all $i \geq 0$.
(Use $g\left(g^{i-1} H^{-(i-1)}\right) g^{-1} \subseteq g H g^{-1}$ ).
If $|g|=n<+\infty$, then $g^{-1} H g=g^{n-1} H^{-(n-1)} \subseteq H$. We multiply $g$ on the left and $g^{-1}$ on the right, then $H \subseteq g \mathrm{Hg}^{-1}$, conclude $g \mathrm{Hg}^{-1}=H$.

## Corollary 3.45

Suppose $G=\langle S\rangle$ is finite, and $H \leq G$. If $g H g^{-1} \subseteq H$ for all $g \in S$, then $H \unlhd G$.

## Remark:

If $G$ is a finite group, this process makes checking whether the group is normal even faster.

## center of $G$

If $G$ is a group, the center of $G$ is $Z(G)=\{g \in G: g h=h g$ for all $h \in G\}$.

Example:
$Z\left(\mathrm{GL}_{n} \mathbb{C}\right)=\{\lambda 1: \lambda \neq 0\}$

## Proposition 3.46

$Z(G) \unlhd G$.

## 4

## Products

### 4.1 Product groups

## Proposition 4.1

Suppose $\left(G_{1}, \cdot 1\right),\left(G_{2}, \cdot{ }_{2}\right)$ are groups. Then $G_{1} \times G_{2}$ is a group under operation

$$
\left(g_{1}, g_{2}\right) \cdot\left(h_{1}, h_{1}\right)=\left(g_{1} \cdot 1 h_{1}, g_{2} \cdot 2 h_{2}\right)
$$

for $g_{i}, h_{i} \in G_{i}, i=1,2$.

## product of $G_{1}$ and $G_{2}$

If $G_{1}, G_{2}$ are groups, the group $G_{1} \times G_{2}$ with operation from Proposition 4.1 is called the product of $G_{1}$ and $G_{2}$.

Example: the Klein 4-group
Obviously $\left|G_{1} \times G_{2}\right|=\left|G_{1}\right| \cdot\left|G_{2}\right|$.
So the group $(\mathbb{Z} / 2 \mathbb{Z}) \times(\mathbb{Z} / 2 \mathbb{Z})$ has order 4 . Called the Klein 4-group.

|  |  | $(0,0)$ | $(0,1)$ | $(1,0)$ | $(1,1)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(0,0)$ | $(0,0)$ | $(0,1)$ | $(1,0)$ | $(1,1)$ |
| Multiplication table: | $(0,1)$ | $(0,1)$ | $(0,0)$ | $(1,1)$ | $(1,0)$ |
|  | $(1,0)$ | $(1,0)$ | $(1,1)$ | $(0,0)$ | $(0,1)$ |
|  | $(1,1)$ | $(1,1)$ | $(1,0)$ | $(0,1)$ | $(0,0)$ |

All elements have order 2 , so it's not cyclic. Identity is $(0,0)$. In general, identity of $G_{1} \times G_{2}$ is $\left(e_{G_{1}}, e_{G_{2}}\right)$.

## Proposition 4.2

Suppose $G=H \times K$. Let $\tilde{H}=\left\{\left(h, e_{k}\right): h \in H\right\}, \tilde{K}=\left\{\left(e_{H}, k\right): k \in K\right\}$. Then
(a) $\tilde{H}, \tilde{K} \leq G$.
(b) $H \rightarrow \tilde{H}: h \mapsto(h, e)$ and $K \rightarrow \tilde{K}: k \mapsto(e, k)$ are isomorphisms.

Remark:
So we can think of $H$ and $K$ as subgroups of $H \times K . H \times K$ can have lots of other subgroups as well. Here we listed the two particularly important ones.

Let $G=H \times K, \tilde{H}=H \times\{e\}, \tilde{K}=\{e\} \times K \leq H \times K$.

## Lemma 4.3

If $h \in \tilde{H}, k \in \tilde{K}$, then $h k=k h$.

### 4.2 Homomorphisms between products

## Corollary 4.4

If $\phi: H \times K \rightarrow G$ is a homomorphism, then $\phi(h) \phi(k)=\phi(k) \phi(h)$ for all $h \in \tilde{H}, k \in \tilde{K}$.

Proof:
Immediate.
Now consider the converse of this corollary.

## Lemma 4.5

If $\alpha: H \rightarrow G, \beta: K \rightarrow G$ are homomorphisms, such that $\alpha(h) \beta(k)=\beta(k) \alpha(h)$ for all $h \in H$, $k \in K$, then $\gamma: H \times K \rightarrow G:(h, k) \mapsto \alpha(h) \beta(k)$ is a homomorphism.

Proof:

$$
\begin{aligned}
\gamma((x, y) \cdot(z, w)) & =\gamma((x z, y w)) \\
& =\alpha(x z) \beta(y w) \\
& =\alpha(x) \alpha(z) \beta(y) \beta(w) \\
& =\alpha(x) \beta(y) \alpha(z) \beta(w) \\
& =\gamma(x, y) \gamma(z, w)
\end{aligned}
$$

for all $x, z \in H, y, w \in K$.
Notation: the homomorphism $\gamma$ is called $\alpha \cdot \beta$. This is not entirely standard. You should mention this homomorphism if you use this notation.

## Remark:

You might wonder why Lemma 4.5 is called the converse of corollary. In Corollary 4.4, given $\phi$, we can get homomorphisms: $H \rightarrow G: h \mapsto(h, e)$ and apply $\phi$ to it, similar for $K$.

## Corollary 4.6

If $\alpha: H \rightarrow H^{\prime}, \beta: K \rightarrow K^{\prime}$ are homomorphisms, then $\gamma: H \times K \rightarrow H^{\prime} \times K^{\prime}:(h, k) \mapsto(\alpha(h), \beta(k))$ is a homomorphism.

## Proof:

Define $\tilde{\alpha}: H \rightarrow H^{\prime} \times K^{\prime}: h \mapsto(\alpha(h), e)$ and $\tilde{\beta}: K \rightarrow H^{\prime} \times K^{\prime}: K \mapsto(e, \beta(k))$. $\tilde{\alpha}, \tilde{\beta}$ are homomorphisms (exercise), and that $\tilde{\alpha}(x) \tilde{\beta}(y)=\tilde{\beta}(y) \tilde{\alpha}(x)$ for all $x \in H, y \in K$.

Then $\gamma((x, y))=(\alpha(x), e) \cdot(e, \beta(y))=\tilde{\alpha}(x) \cdot \tilde{\beta}(y)$ so $\gamma=\tilde{\alpha} \cdot \tilde{\beta}$.

Notation: the homomorphism $\gamma$ is called $\alpha \times \beta$. This notation is quite standard, which is safer to use.

## Corollary 4.7

If $\alpha: H \rightarrow H^{\prime}, \beta: K \rightarrow K^{\prime}$ are isomorphisms, then $\alpha \times \beta: H \times K \rightarrow H^{\prime} \times K^{\prime}$ is an isomorphism.

Proof:
$\alpha \times \beta$ has inverse $\alpha^{-1} \times \beta^{-1}$.

## Proposition 4.8

$G \rightarrow G \times\{e\}: g \mapsto(g, e)$ is an isomorphism.

Using products, can complete list of groups of order $p^{2}$ :

## Proposition 4.9

Suppose $p$ is prime, $|G|=p^{2}$. Then either $G$ is cyclic, or $G \cong(\mathbb{Z} / p \mathbb{Z}) \times(\mathbb{Z} / p \mathbb{Z})$.

Recall our table of small order:

| Order | Known groups |
| :---: | :--- |
| 1 | Trivial group |
| 2 | $\mathbb{Z} / 2 \mathbb{Z}$ |
| 3 | $\mathbb{Z} / 3 \mathbb{Z}$ |
| 4 | $\mathbb{Z} / 4 \mathbb{Z},(\mathbb{Z} / 2 \mathbb{Z}) \times(\mathbb{Z} / 2 \mathbb{Z})$ |
| 5 | $\mathbb{Z} / 5 \mathbb{Z}$ |
| 6 | $\mathbb{Z} / 6 \mathbb{Z}, D_{6}=S_{3}$, ?? |
| 7 | $\mathbb{Z} / 7 \mathbb{Z}$ |
| 8 | $\mathbb{Z} / 8 \mathbb{Z}, D_{8}$, ?? |
| 9 | $\mathbb{Z} / 9 \mathbb{Z},(\mathbb{Z} / 3 \mathbb{Z}) \times(\mathbb{Z} / 3 \mathbb{Z})$ |

How do we know if a group is a product?
Recall Proposition 4.2. Corollary: $H \times K \rightarrow \tilde{H} \times \tilde{K}:(h, k) \rightarrow((h, e),(e, k))$ is an isomorphism. So we are looking for two subgroups $\tilde{H}, \tilde{K}$ which satisfy these properties:

- if $h \in \tilde{H}, k \in \tilde{K}$, then $h k=k h$.
- every element $g \in G$ can be written as $g=\tilde{h} \tilde{k}$ for unique $\tilde{h} \in \tilde{H}, \tilde{k} \in \tilde{K}$.


### 4.3 Unique factorizations \& internal direct products

Given $S, T \subseteq G$, let $S T=\{g h: g \in S, h \in T\}$.

## Lemma 4.10

$G=S T$ if and only if every element $g \in G$ can be written as $g=h k$ for some $h \in S, k \in T$.

## Example:

$D_{2 n}=\left\{s^{i} r^{j}\right\}=\langle s\rangle \cdot\langle r\rangle$.
Suppose $G=H K$ for $H, K \leq G$. When does $g=h k$ for unique $h \in H, k \in K$ ? Uniqueness means that if
$g=h k=h^{\prime} k^{\prime}$ for $h, h^{\prime} \in H, k, k^{\prime} \in K$, then $h=h^{\prime}$ and $k=k^{\prime}$.
It is easy to find necessary condition: If $e \neq g \in H \cap K$, then $g=g \cdot e=e \cdot g$, then factorization is not unique. So if factorization is unique, $H \cap K=\{e\}$. It turns out this is also a sufficient condition.

## Lemma 4.11

Suppose $G=H K$ for $H, K \leq G$. Then every element $g \in G$ can be written as $g=h k$ for unique $h \in H, k \in K$ if and only if $H \cap K=\{e\}$.

## Proof:

We've proved it is necessary. Suppose $H \cap K=\{e\}$. If $g=h k=h^{\prime} k^{\prime}$, then $\left(h^{\prime}\right)^{-1} h=k^{\prime} k^{-1} \in H \cap K$. Thus $\left(h^{\prime}\right)^{-1} h=k^{\prime} k^{-1}=e$. This implies $h=h^{\prime}, k=k^{\prime}$.

## internal direct product

We say that $G$ is the internal direct product of subgroups $H, K \leq G$ if
(a) $H K=G$,
(b) $H \cap K=\{e\}$, and
(c) $h k=k h$ for all $h \in H, k \in K$.

## Remark:

To make the condition (b) and (c) hold, we put the word "direct" here.
Example:
$H \times K$ is the internal direct product of $\tilde{H}=H \times\{e\}$ and $\tilde{K}=\{e\} \times K$.
$D_{2 n}$ is not the internal direct product of $\langle s\rangle$ and $\langle r\rangle$ because $s r \neq r s$.

## Theorem 4.12

Suppose $G$ is the internal direct product of $H$ and $K$. Then $\phi: H \times K \rightarrow G:(h, k) \mapsto h k$ is an isomorphism.

## Proof:

Let $i_{H}: H \rightarrow G: h \mapsto h$ and $i_{K}: K \rightarrow G: k \mapsto k$. By part (c) of definition, $i_{H}(h) i_{K}(k)=i_{K}(k) i_{H}(h)$ for all $h \in H, k \in K$. So $\phi=i_{H} \cdot i_{K}$ is a homomorphism.

By Lemma 4.11, every element $g \in G$ can be written as $g=h k$ for unique $h \in H, k \in K$. Thus $\phi$ is a bijection, then $\phi$ is an isomorphism.

## Lemma 4.13

If $G$ is internal direct product of $H, K$, then $H, K \unlhd G$.

Proof:
Suppose $g \in G$, so $g=h k, h \in H, k \in K$. Then

$$
k H k^{-1}=\left\{k h k^{-1}: h \in H\right\}=\left\{k k^{-1} h: h \in H\right\}=H,
$$

so $g \mathrm{Hg}^{-1}=h k H k^{-1} h^{-1}=h H h^{-1} \subseteq H$. So $H \unlhd G$. Proof for $K$ is similar.

## Proposition 4.14

$G$ is the internal direct product of $H, K \leq G$ if and only if
(a) $G=H K$, and
(b) $H \cap K=\{e\}$.
(c) $H, K \unlhd G$.

Before proving the proposition, we introduce a definition:

## commutator

The commutator of $g, h \in G$ is $[g, h]:=g \cdot h \cdot g^{-1} \cdot h^{-1}$.

## Lemma 4. 15

If $g, h \in G$, then $[g, h]=e$ if and only if $g h=h g$.

Proof:
This is the proof of Proposition 4.14 .
We have proved $\Rightarrow$.
If $h \in H, k \in K$, then $[h, k]=\left(h k h^{-1}\right) k^{-1} \in K$ since $K \unlhd G$. But $[h, k]=h\left(k h^{-1} k^{-1}\right) \in H$ since $H \unlhd G$. So $[h, k] \in H \cap K=\{e\} \Longrightarrow[h, k]=e$. Therefore, $h k=k h$ for all $h \in H, k \in K$, thus $G$ is indeed an internal direct product.

## Quotient groups and the isomorphism theorems

### 5.1 Quotient groups

Recall an example: $\mathbb{Z} / n \mathbb{Z}=\{[a]: 0 \leq a<n\}$. In this example, $\mathbb{Z} / n \mathbb{Z}$ is a group, with operation $[a]+[b]=[a+b]$. Can we generalize this example? Can we define a group structure on $G / H$ by $[g] \cdot[h]=$ [gh]? or $g H \cdot h H=g h H$ ? (Here we regard $g H$ and $h H$ as elements in $G / H$ instead of sets.) Big problem: this might not be well-defined.

## relation

A relation $R$ between two sets $X$ and $Y$ is a subset of $X \times Y$. Notation $a R b$ if $(a, b) \in R$.
A relation $R$ is a function from $X \rightarrow Y$ if
(a) for all $x \in X$, there is $y \in Y$ such that $x R y$, and
(b) for all $x \in X, y, z \in Y$, if $x R y$ and $x R z$ then $y=z$.

Can define relation $\rightarrow$ between $G / H \times G / H$ and $G / H$ by $([g],[h]) \rightarrow[g h]$ for all $g, h \in G$ ? Yes. It is properly defined, we just need to find a subset of $X \times Y$ (in this case $(G / H \times G / H) \times G / H)$.

Is this relation a function? For (a), if $x=([g],[h])$, can take $y=[g h]$. What about (b)?

## Lemma 5.1

The relation $\rightarrow$ between $G / H \times G / H$ and $G / H$ defined by $([g],[h]) \rightarrow[g h]$ is a function if and only if $H$ is normal. Furthermore, if $H$ is normal, then $g h H=g H \cdot h H$, the setwise product. (Recall $S \cdot T=\{x y: x \in S, y \in T\}$ )

## Proof:

$\Rightarrow$ Suppose $\rightarrow$ is a function. Suppose $g \in G, h \in H$. Then $\left([g],\left[g^{-1}\right]\right) \rightarrow[e]$. Since $g^{-1} \cdot g h=h \in$ $H$ from Proposition 3.37, then $g \sim_{H} g h$, then $[g]=[g h]$, and $\left([g h],\left[g^{-1}\right]\right) \rightarrow\left[g h g^{-1}\right]$. Since $\rightarrow$ is a function, $\left[g h g^{-1}\right]=[e]$. But this means $g h g^{-1} \sim_{H} e$, i.e., $g h g^{-1} \in H$. Since this holds for all $g \in G, h \in H$. Hence $H \unlhd G$.
$\Leftarrow$ First let's prove $H$ normal $\Longrightarrow g h H=g H \cdot h H$.
Note that $g H \cdot h H=g h\left(h^{-1} H h\right) \cdot H$. If $H$ is normal, then $h^{-1} H h \subseteq H$, then $\left(h^{-1} H h\right) \cdot H \subseteq H$. Since $e \in H^{-1} H h,\left(h^{-1} H h\right) \cdot H=H$ if we take $e$ on the left and every element of $H$ on the right. Thus if $H$ is normal, then $g H \cdot h H=g h H$.

Suppose that $(S, T) \rightarrow R$ and $(S, T) \rightarrow R^{\prime}$ for $S, T, R, R^{\prime} \in G / H$. Then $R=S \cdot T=R^{\prime}$ by the definition of equivalent class. So $\rightarrow$ is a function.
$G / N$ is called the quotient of $G$ by $N$, or a quotient group.
Elements of $G / N$ can be written as $g N$ or $[g]$ or $\bar{g}$.
Group operation can be stated as $g N \cdot h N=g h N$ or $[g] \cdot[h]=[g h]$ or $\bar{g} \cdot \bar{h}=\overline{g h}$
$q$ (defined in the following theorem) is called the quotient map or quotient homomorphism.

## Theorem 5.2

Let $N \unlhd G$. Then the setwise product $g N \cdot h N=g h N$ makes $G / N$ into a group. Furthermore, the function $q: G \rightarrow G / N: g \mapsto g N$ is a surjective homomorphism with $\operatorname{ker} q=N$.

Proof:
$([g] \cdot[h]) \cdot[k]=[g h] \cdot[k]=[g h k]=[g] \cdot([h] \cdot[k])$ for all $[g],[h],[k] \in G / N$, so $\cdot$ is associative.
$[e] \cdot[g]=[e \cdot g]=[g]=[g \cdot e]=[g] \cdot[e]$ for all $[g] \in G / N$, so $[e]=N$ is an identity.
$[g] \cdot\left[g^{-1}\right]=\left[g g^{-1}\right]=[e]=\left[g^{-1} g\right]=\left[g^{-1}\right] \cdot[g]$ for all $[g] \in G / N$, so every element of $G / N$ has an inverse.
$q$ clearly surjective, and $q(g h)=[g h]=[g] \cdot[h]=q(g) \cdot q(h) \cdot q(g)=[g]=[e]$ if and only if $g \in N$, so $\operatorname{ker} q=N$.

We previously proved that if $\phi: G \rightarrow K$ is a homomorphism then $\operatorname{ker} \phi \unlhd G$.

## Corollary $5 \cdot 3$

Let $N \unlhd G$. Then there is a group $K$ and homomorphism $\phi: G \rightarrow K$ such that $N=\operatorname{ker} \phi$.

## Proof:

Take $K=G / N$, and $q: G \rightarrow G / N$ the quotient homomorphism. Then $\operatorname{ker} q=N$.
Example:
$\mathbb{Z} / n \mathbb{Z}$ : can now define this using theorem, no need to rely on pre-existing definition.
$D_{2 n} /\langle s\rangle$ : Cosets are $\langle s\rangle=\left\{s^{i}: 0 \leq i<n\right\}$ and $\langle s\rangle r=\left\{s^{i} r: 0 \leq i<n\right\}$

|  |  | $\langle s\rangle$ | $\langle s\rangle r$ |
| :---: | :---: | :---: | :---: |
| Multiplication table: | $\langle s\rangle$ | $\langle s\rangle$ | $\langle s\rangle r$ |
|  | $\langle s\rangle r$ | $\langle s\rangle r$ | $\langle s\rangle$ |

So $D_{2 n} /\langle s\rangle \cong \mathbb{Z} / 2 \mathbb{Z}$.
If $N$ not normal: $\langle r\rangle$ has left cosets $s^{i}\langle r\rangle=\left\{s^{i}, s^{i} r\right\}, 0 \leq i<n$. If we take two left cosets and do setwise product:

$$
\langle r\rangle \cdot s\langle r\rangle=\left\{s, s r, s^{-1} r, s^{-1}\right\}
$$

is not a left coset of $\langle r\rangle$. Also $e \sim_{\langle r\rangle} r, e \cdot s=s$ is in a different coset from $r \cdot s=s^{-1} r$ so $[g] \cdot[h]=[g h]$ is not a well-defined operation.

See $D_{2 n} / Z\left(D_{2 n}\right)$ on homework.

Example: projective general linear group
$\mathrm{GL}_{n}(\mathbb{K}) / Z\left(\mathrm{GL}_{n} \mathbb{K}\right)$ : Recall $Z\left(\mathrm{GL}_{n} \mathbb{K}\right)=\{\lambda 1: \lambda \neq 0\}$.
If $M$ is invertible, $[M]=\{\lambda M: \lambda \neq 0\}$.
$[M] \cdot[N]=\left\{\lambda_{1} \lambda_{2} M N: \lambda_{1}, \lambda_{2} \neq 0\right\}=[M N]$
We can view $\mathrm{GL}_{n}(\mathbb{K})$ as group of invertible linear transformations of $\mathbb{K}$ (acts on vectors).
$\mathrm{GL}_{n}(\mathbb{K}) / Z\left(\mathrm{GL}_{n} \mathbb{K}\right)$ is invertible transformations of lines through origin in $\mathbb{K}^{n}$.
$\mathrm{GL}_{n}(\mathbb{K}) / Z\left(\mathrm{GL}_{n} \mathbb{K}\right)$ is called the projective general linear group, and is denoted by $\mathrm{PGL}_{n}(\mathbb{K})$. It is a very important group in some areas of geometry.

In general, can look at:

- $G / Z(G)$, any group $G$
- $G / \operatorname{ker} \phi$, any homomorphism $\phi: G \rightarrow K$
- $G / N$, any group $G$ and normal subgroup $N \unlhd G$

How do we find the group structure on $G / N$ ? It might be hard.

### 5.2 The universal property of quotients

Suppose $N \unlhd G$. What are the homomorphisms $\psi: G / N \rightarrow K$ ?


Every such $\psi$ gives a homomorphism $\psi \circ q: G \rightarrow K$ (this homomorphism is sometimes also called lift, pullback of $\psi$ to $G$ ). Not every homomorphism from $G \rightarrow K$ is a lift of $\psi$. What homomorphisms $G \rightarrow K$ are lift of some homomorphism $\psi$ ?


If we start with $\phi: G \rightarrow K$, when does there exist $\psi$ such that $\phi=\psi \circ q$ ? Given $\phi$, when can fill in $\psi$ so that diagram commutes? Here "commute" means if we start at any point in the diagram and go to any other point, it doesn't matter what path we take to get there, we get the same function.

## Theorem 5.4: Universal property of quotients

Suppose $\phi: G \rightarrow K$ is a homomorphism, and $N \unlhd G$. Let $q: G \rightarrow G / N$ be the quotient homomorphism. Then there is a homomorphism $\psi: G / N \rightarrow K$ such that $\psi \circ q=\phi$ if and only if $N \subseteq \operatorname{ker} \phi$. Furthermore, if $\psi$ exists, then it is unique.

In other words, can fill in dashed line so that diagram "commutes" if and only if $N \subseteq \operatorname{ker} \phi$.

## $\operatorname{Hom}(G, K)$

If $G, K$ are groups, let $\operatorname{Hom}(G, K)$ be the set of (homo)morphisms $G \rightarrow K$.

## Corollary 5.5

For any groups $G, K$, and $N \unlhd G$, the function $q^{*}: \operatorname{Hom}(G / N, K) \rightarrow\{\phi \in \operatorname{Hom}(G, K): N \subseteq$ $\operatorname{ker} \phi\}: \psi \mapsto \psi \circ q$ is a bijection.

Recall we previously proved:

## Theorem 5.6: Universal property of products

Let $\alpha: H \rightarrow G$ and $\beta: K \rightarrow G$ be homomorphisms, and let $i_{H}: H \rightarrow H \times K$ and $i_{K}: K \rightarrow$ $H \times K$ be the inclusions of $H$ and $K$ in the product of $H \times K$. Then there is a homomorphism $\phi: H \times K \rightarrow G$ such that $\phi \circ i_{H}=\alpha$ and $\phi \circ i_{K}=\beta$ if and only if $\alpha(h) \beta(k)=\beta(k) \alpha(h)$ for all $h \in H, k \in K$.


## Corollary 5.7

There is a bijection between $\operatorname{Hom}(H \times K, G)$ and

$$
\{(\alpha, \beta) \in \operatorname{Hom}(H, G) \times \operatorname{Hom}(K, G): \alpha(h) \beta(k)=\beta(k) \alpha(h) \text { for all } h \in H, k \in K\}
$$

## Remark:

We won't formally define the term universal property. Often that's held off until grad level. But even if we want to define it now, we would need some category theory. Intuitively, we can think about it as a type of theorem setting up a bijection between some sets and set of homomorphisms.

We still need to prove Theorem 5.4. Before we get into the proof, let's prove the following lemma:

## Lemma 5.8

If $\alpha: G \rightarrow H$ is surjective, $\psi_{i}: H \rightarrow K, i=1,2$ are such that $\psi_{1} \circ \alpha=\psi_{2} \circ \alpha$, then $\psi_{1}=\psi_{2}$.

Proof:
If $h \in H$, then there is $g \in G$ with $\alpha(g)=h$. So $\psi_{1}(h)=\psi_{2}(\alpha(g))=\psi_{2}(h)$. We conclude that $\psi_{1}=\psi_{2}$.

With this lemma, we can dive into the proof of Theorem 5.4:

## Proof:

$\Rightarrow$ If $\psi$ exists, and $n \in N$, then $\phi(n)=\psi(q(n))=\psi(e)=e$ so $N \subseteq \operatorname{ker} \phi$.
$\Leftarrow$ Suppose $N \subseteq \operatorname{ker} \phi$. Define $\psi: G / N \mapsto K:[g] \mapsto \phi(g)$. To show $\psi$ is well-defined, note that if $[g]=[h]$, then $g^{-1} h \in N \subseteq \operatorname{ker} \phi$, so $\phi(g)^{-1} \phi(h)=\phi\left(g^{-1} h\right)=e$, so $\phi(g)=\phi(h)$.

Clearly $\psi \circ q(g)=\psi([g])=\phi(g)$ for all $g \in G$, so $\psi \circ q=\phi$.
If $[g],[h] \in G / N$, then

$$
\psi([g] \cdot[h])=\psi([g h])=\phi(g h)=\phi(g) \phi(h)=\psi([g]) \psi([h])
$$

so $\psi$ is a homomorphism.
If $\psi^{\prime}: G / N \rightarrow K$ is another homomorphism with $\psi^{\prime} \circ q=\phi$ then $\psi^{\prime} \circ q=\psi \circ q$. Since $q$ is surjective, by Lemma $5.8, \psi^{\prime}=\psi$. So uniqueness holds.

## Remark:

Equivalent way to define $\psi: \phi(g N)=\phi(g) \phi(N)=\phi(g)\{e\}=\{\phi(g)\}$. So if $S \in G / N$, then $\phi(S)=\{b\}$, a singleton set. Can define $\psi(S)=b$ for $b \in K$ such that $\phi(S)=\{b\}$.

### 5.3 The first isomorphism theorem

Recall: If $\phi: G \rightarrow K$ is a homomorphism then $[G: \operatorname{ker} \phi]=|\operatorname{Im} \phi|$. We prove this by setting up a bijection $\psi: G / \operatorname{ker} \phi \rightarrow \operatorname{Im} \phi$ defined by $\psi(S)=b$, where $b \in K$ is such that $\phi(S)=\{b\}$. This looks like what we just did! Now we know $G / \operatorname{ker} \phi$ is a group, $|G / \operatorname{ker} \phi|=[G: \operatorname{ker} \phi]=|\operatorname{Im} \phi|$. Maybe this bijection is an isomorphism?

## Theorem 5.9: First isomorphism theorem

Suppose that $\phi: G \rightarrow K$ is a homomorphism. Then there is an isomorphism $\psi: G / \operatorname{ker} \phi \rightarrow \operatorname{Im} \phi$ such that $\phi=\psi \circ q$, where $q: G \rightarrow G / \operatorname{ker} \phi$ is the quotient homomorphism.

## Proof:

$\operatorname{ker} \phi \subseteq \operatorname{ker} \phi$, so by universal property there is a homomorphism $\psi: G / \operatorname{ker} \phi \rightarrow K$ with $\psi \circ q=\phi$.
For $g \in G, \psi([g])=\phi(g)$, so plainly $\operatorname{Im} \psi=\operatorname{Im} \phi$. Thus we can regard $\psi$ as surjective homomorphism $G / \operatorname{ker} \phi \rightarrow \operatorname{Im} \phi$.
$\psi$ agrees with the function $G / \operatorname{ker} \phi \rightarrow \operatorname{Im} \phi$ defined previously, so $\psi$ is a bijection. Therefore $\psi$ is an isomorphism.

Alternatively, we can prove it from the scratch. If $\psi([g])=e$, then $\phi(g)=e$, so $g \in \operatorname{ker} \phi$ which implies $[g]=[e]$. So $\psi$ is injective. Thus it is isomorphism.

The first isomorphism theorem is the best way to determine $G / N$.
Example: $\mathrm{GL}_{n} \mathbb{K} / \mathrm{SL}_{n} \mathbb{K}$
Recall $\mathrm{SL}_{n}(\mathbb{K}) \unlhd \mathrm{GL}_{n}(\mathbb{K})$ is defined as the kernel of homomorphism det : $\mathrm{GL}_{n} \mathbb{K} \rightarrow \mathbb{K}^{\times}$.
The image of det is $\operatorname{Im}$ det $=\mathbb{K}^{\times}$. By first isomorphism theorem, $\mathrm{GL}_{n} \mathbb{K} / \mathrm{SL}_{n} \mathbb{K} \cong \mathbb{K}^{\times}$.
Example: $\mathbb{R} / \mathbb{Z}$
Consider $\mathbb{Z} \unlhd \mathbb{R}^{+}$. What is $\mathbb{R} / \mathbb{Z}$ ?
Have homomorphism exp: $\mathbb{R} \rightarrow \mathbb{C}^{\times}: x \mapsto e^{2 \pi i x}$. Thus $e^{2 \pi i x}=1$ if and only if $x \in \mathbb{Z}$.
$\operatorname{Im} \exp =\{a \in \mathbb{C}:|a|=1\}=: S^{1}$ (the circle group).

So $\mathbb{R} / \mathbb{Z} \cong S^{1}$
In general, to find $G / N$, we can find a group $K$ and homomorphism $\phi: G \rightarrow K$ such that $\operatorname{ker} \phi=N$. Then we can conclude $G / N \cong \operatorname{Im} \phi$.

Sometimes we can also turn this around and use first isomorphic theorem to find $\operatorname{Im} \phi$.

### 5.4 The correspondence theorem

a.k.a. the fourth isomorphism theorem. We want to understand subgroups of $G / N$ using $q: G \rightarrow$ $G / N$. Recall: Suppose $f: X \rightarrow Y$ is a function, $S \subseteq X, T \subseteq Y$. Then

- $f(S):=\{f(x): x \in S\}$, and
- $f^{-1}(T):=\{x \in X: f(x) \in T\}$

We previously proved:

## Proposition 3.5

If $\phi: G \rightarrow H$ is a homomorphism, $K \leq G$, then $\phi(K) \leq H$. (a.k.a. pushfoward, image of $K$ )

## Proposition 3.10

If $\phi: G \rightarrow H$ is a homomorphism, $K \leq H$, then $\phi^{-1}(K) \leq G$. (a.k.a. pullback of $K$ )

If $f: X \rightarrow Y$ is a bijection, $f^{-1}(f(S))=S$ and $f\left(f^{-1}(T)\right)=T$. Thus if $\phi: G \rightarrow H$ is an isomorphism, we get a bijection.


Furthermore:

- $K_{1} \leq K_{2} \Longleftrightarrow \phi\left(K_{1}\right) \leq \phi\left(K_{2}\right)$
- $\phi\left(K_{1} \cap K_{2}\right)=\phi\left(K_{1}\right) \cap \phi\left(K_{2}\right)$
- $K$ is normal $\Longleftrightarrow \phi(K)$ is normal
- $\phi(\langle S\rangle)=\langle\phi(S)\rangle$. This holds for any homomorphisms. $\phi^{-1}(\langle S\rangle)=\left\langle\phi^{-1}(S)\right\rangle$ doesn't have to hold if $\phi$ is not isomorphism.
- $[G: K]=[H: \phi(K)]$

Some identities for bijections don't hold for general functions:

$$
\begin{array}{ll}
\frac{\text { Always holds }}{} & \frac{\text { Don't always hold }}{f(A \cap B)=f(A) \cap f(B)} \\
\hline f(A) \subseteq f(B) \text { if } A \subseteq B & f(B) \text { if } A \subseteq B \\
f^{-1}(A) \subseteq f^{-1}(B) & f^{-1}(f(A))=A \\
f^{-1}(A \cup B)=f^{-1}(A) \cup f^{-1}(B) & f\left(f^{-1}(B)\right)=B \\
f^{-1}(A \cap B)=f^{-1}(A) \cap f^{-1}(B) & \\
f(A \cup B)=f(A) \cup f(B) &
\end{array}
$$

Everything in the left column holds for any function $f$. Everything in the right column holds when $f$ is a bijection, but not for general functions $f$.

Order is preserved:

## Lemma 5.10

If $\phi: G \rightarrow H$ is a homomorphism, then:
(a) If $K_{1} \leq K_{2} \leq G$, then $f\left(K_{1}\right) \leq f\left(K_{2}\right)$
(b) If $K_{1} \leq K_{2} \leq H$, then $f^{-1}\left(K_{1}\right) \leq f^{-1}\left(K_{2}\right)$

Note that we can't say $K_{1} \leq K_{2}$ if and only if $\phi\left(K_{1}\right) \leq \phi\left(K_{2}\right)$ since $\phi^{-1}(\phi(K)) \neq K$ in general.
Also, pullback preserves intersection:

## Lemma 5.11

If $\phi: G \rightarrow H$ is a homomorphism, and $K_{1}, K_{2} \leq H$, then $\phi^{-1}\left(K_{1} \cap K_{2}\right)=\phi^{-1}\left(K_{1}\right) \cap \phi^{-1}\left(K_{2}\right)$.

Suppose $f: X \rightarrow Y$ is a surjection, then we can move $f\left(f^{-1}(B)\right)=B$ from the right column to the left column:

$$
\begin{array}{ll}
\text { Always holds } & \frac{\text { Don't always hold }}{f(A \cap B)=f(A) \cap f(B)} \\
\hline f(A) \subseteq f(B) \text { if } A \subseteq B & f^{-1}(f(A))=A \\
f^{-1}(A) \subseteq f^{-1}(B) \text { if } A \subseteq B & f\left(f^{-1}(B)\right)=B \\
f^{-1}(A \cup B)=f^{-1}(A) \cup f^{-1}(B) & \\
f^{-1}(A \cap B)=f^{-1}(A) \cap f^{-1}(B) & \\
f(A \cup B)=f(A) \cup f(B) & \\
f\left(f^{-1}(B)\right)=B &
\end{array}
$$

## Lemma 5.12

If $\phi: G \rightarrow H$ is a surjective homomorphism, and $K \leq H$, then $\phi\left(\phi^{-1}(K)\right)=K$.

## $\operatorname{Sub}(G)$

If $G$ is a group, let $\operatorname{Sub}(G)$ denote set of subgroups of $G$.

If $\phi: G \rightarrow H$ is a homomorphism, have induced functions $\phi: \operatorname{Sub}(G) \rightarrow \operatorname{Sub}(H)$ and $\phi^{-1}: \operatorname{Sub}(H) \rightarrow$ $\operatorname{Sub}(G)$.
If $\phi$ is surjective, by Lemma 5.12, then $\phi$ is left inverse to $\phi^{-1}$. (It might not have inverse. Sometimes we use $\phi^{*}$.)

So $\phi^{-1}: \operatorname{Sub}(H) \rightarrow \operatorname{Sub}(G)$ is injective. Question: What's the image of $\phi^{-1}$ in $\operatorname{Sub}(G)$ ?

## Lemma 5.13

Let $\phi: G \rightarrow H$ be a homomorphism. Then
(a) If $K \leq H$, then $\operatorname{ker} \phi \leq \phi^{-1}(K)$.
(b) If $\operatorname{ker} \phi \leq K \leq G$, then $\phi^{-1}(\phi(K))=K$.

## Proof:

(a) If $K \leq H$, then $\operatorname{ker} \phi \leq \phi^{-1}(K)$.
(b) It's clear that $K \leq \phi^{-1}(\phi(K))$.

Suppose $y \in \phi^{-1}(\phi(K))$. Then $\phi(y) \in \phi(K)$, so $\phi(y)=\phi(k)$ for some $k \in K$. Since $\phi\left(k^{-1} y\right)=$ $e, k^{-1} y \in \operatorname{ker} \phi \subseteq K$, thus $y \in K$. We conclude that $\phi^{-1}(\phi(K)) \subseteq K$.
From this lemma, we can conclude: $K=\phi^{-1}\left(K^{\prime}\right) \Longleftrightarrow \operatorname{ker} \phi \leq K$.
When we combine Lemma 5.12 and Lemma 5.13, we get the following theorem:

## Theorem 5.14: Correspondence theorem

Let $\phi: G \rightarrow H$ be a surjective homomorphism. Then there is bijection


Furthermore, if $\operatorname{ker} \phi \leq K, K_{1}, K_{2} \leq G$ then
(a) $K_{1} \leq K_{2} \Longleftrightarrow \phi\left(K_{1}\right) \leq \phi\left(K_{2}\right)$
(b) $\phi\left(K_{1} \cap K_{2}\right)=\phi\left(K_{1}\right) \cap \phi\left(K_{2}\right)$
(c) $K$ is normal $\Longleftrightarrow \phi(K)$ is normal

## Proof:

Since $\phi$ is surjective, $\phi\left(\phi^{-1}\left(K^{\prime}\right)\right)=K^{\prime}$ for all $K^{\prime} \leq H$. Conversely, if $\operatorname{ker} \phi \leq K \leq G$, then $\phi^{-1}(\phi(K))=K$. So $\phi$ and $\phi^{-1}$ are inverses on the specified sets. So they are bijections.
(a) follows from fact that $\phi$ and $\phi^{-1}$ are inverses and preserve $\leq$. For instance, if $\phi\left(K_{1}\right) \leq \phi\left(K_{2}\right)$ then $K_{1}=\phi^{-1}\left(\phi\left(K_{1}\right)\right) \leq \phi^{-1}\left(\phi\left(K_{2}\right)\right)=K_{2}$
(b) $\phi^{-1}\left(\phi\left(K_{1}\right) \cap \phi\left(K_{2}\right)\right)=\phi^{-1}\left(\phi\left(K_{1}\right)\right) \cap \phi^{-1}\left(\phi\left(K_{2}\right)\right)=K_{1} \cap K_{2}$ since $\phi\left(\phi^{-1}(K)\right)=K, \phi\left(K_{1} \cap K_{2}\right)=$ $\phi\left(K_{1}\right) \cap \phi\left(K_{2}\right)$,
(c) Exercise.

What about quotient groups?
If $N \unlhd G$, then $q: G \rightarrow G / N$ is a surjection, so we have

## Theorem 5.15: Correspondence theorem for quotient groups

Let $N \unlhd G$. Then there is a bijection


Furthermore, if $N \leq K, K_{1}, K_{2} \leq G$ then
(a) $K_{1} \leq K_{2} \Longleftrightarrow q\left(K_{1}\right) \leq q\left(K_{2}\right)$
(b) $q\left(K_{1} \cap K_{2}\right)=q\left(K_{1}\right) \cap q\left(K_{2}\right)$
(c) $K$ is normal $\Longleftrightarrow q(K)$ is normal

Recall from first isomorphism theorem: If $\phi: G \rightarrow H$ is a surjective homomorphism, then $G / \operatorname{ker} \phi \cong$ $H$. So there is a bijection between $\operatorname{Sub}(H)$ and $\operatorname{Sub}(G / \operatorname{ker} \phi)$.

## Exercise:

Check that


Suppose $N \unlhd G$ and $N \leq K \leq G$, we immediately see that $N \unlhd K$ since $k N k^{-1} \subseteq N$ for all $k \in K \subseteq G$.
Let $q_{G}: G \rightarrow G / N$ be quotient map. Since $N \unlhd K$, also have quotient map $q_{K}: K \rightarrow K / N$.


It's easy to see $\operatorname{ker} q_{G} \circ i=N$, and by first isomorphism theorem, we get an isomorphism $\psi: K / N \rightarrow$ $\operatorname{Im} q \circ i_{K}=q(K)$ such that $\psi \circ q_{K}=q_{G} \circ i$. In other words, if $k \in K$, then $\psi(k N)=q(k)=k N$. Let's summarize this into a proposition:

## Proposition 5.16

Suppose $N \unlhd G$ and $N \leq K \leq G$. Let $q: G \rightarrow G / N$ be the quotient map. Then the function $K / N \rightarrow q(K) \leq G / N: k N \mapsto k N$ is an isomorphism.

Because of this isomorphism, we use the following notation:

## K/N

If $N \unlhd G$ and $N \leq K \leq G$, then the subgroup $q(K)$ corresponding to $K$ in $G / N$ is denoted by K/N.

Example: $D_{2 n}$
Let $G=D_{2 n}, N=\langle s\rangle$, where $s$ is rotation generator.
Subgroups of $D_{2 n}$ contains $N$ correspond to subgroups of $D_{2 n} / N=\mathbb{Z}_{2}$.
$\mathbb{Z}_{2}$ has two subgroups, $\mathbb{Z}_{2}$ and $\{e\}$.
So there are only two subgroups of $D_{2 n}$ containing $N$.
Example: $\mathrm{GL}_{n} \mathbb{K}$
$\mathrm{GL}_{n} \mathbb{K} / \mathrm{SL}_{n} \mathbb{K} \cong \mathbb{K}^{\times}$, so subgroups of $\mathrm{GL}_{n} \mathbb{K}$ containing $\mathrm{SL}_{n} \mathbb{K}$ correspond to subgroups of $\mathbb{K}^{\times}$(of which there can be lots: $\left.\{1,-1\},\left\{2^{x} \mid x \in \mathbb{Z}\right\}\right)$

### 5.5 The third isomorphism theorem

Suppose $N \unlhd G$ and $N \leq K \leq G$. From correspondence theorem: $K \unlhd G$ if and only if $K / N \unlhd G / N$. Suppose $K / N \unlhd G / N$. What's $(G / N) /(K / N)$ ?

## Third isomorphism theorem, informal version

$(G / N) /(K / N) \cong G / K$.

## Example:

Suppose $n \mid m$, so that $m \mathbb{Z} \leq n \mathbb{Z}$.
Then $(\mathbb{Z} / m \mathbb{Z}) /(n \mathbb{Z} / m \mathbb{Z}) \cong \mathbb{Z} / n \mathbb{Z}$.
$(\mathbb{Z} / 20 \mathbb{Z}) /(5 \mathbb{Z} / 20 \mathbb{Z}) \cong \mathbb{Z} / 5 \mathbb{Z}$

## Theorem 5.17: Third isomorphism theorem

Let $N \unlhd G$ and $N \leq K \unlhd G$. Let:

- $q_{1}$ be the quotient $\operatorname{map} G \rightarrow G / N$,
- $q_{2}$ be the quotient map $G / N \rightarrow(G / N) /(K / N)$, and
- $q_{3}$ be the quotient $\operatorname{map} G \rightarrow G / K$.

Then there is an isomorphism $\psi: G / K \rightarrow(G / N) /(K / N)$ such that $\psi \circ q_{3}=q_{2} \circ q_{1}$.


Proof:
Note that $\operatorname{ker} q_{1} \circ q_{1}=\left(q_{2} \circ q_{1}\right)^{-1}(\{e\})=q_{1}^{-1}\left(q_{2}^{-1}(\{e\})\right)=q_{1}^{-1}(K / N)=K$
and $q_{1}, q_{2}$ surjective, $\operatorname{Im} q_{2} \circ q_{1}=(G / N) /(K / N)$.
By first isomorphism theorem, therre is an isomorphism $\psi: G / K \rightarrow(G / N) /(K / N)$ such that $\psi \circ q_{3}=q_{2} \circ q_{1}$.

What if $K$ isn't normal? Then $G / K$ isn't a group, and neither is $(G / N) /(K / N)$. However we can still talk about $[G: K]$ and $[G / N: K / N]$.

## Proposition 5.18

If $N \unlhd G$ and $N \leq K \leq G$, then $[G: K]=[G / N: K / N]$.

In fact, there's no reason to use quotient spaces. This holds for surjective homomorphisms.

## Proposition 5.19

Let $\phi: G \rightarrow H$ be a surjective homomorphism, and suppose $\operatorname{ker} \phi \leq K \leq G$. Then $[G: K]=$ $[H: \phi(K)]$.

These two propositions are actually equivalent by the first isomorphism theorem.
Proof:
Define a function $f: G / K \rightarrow H / \phi(K): g K \mapsto \phi(g) \phi(K)$.
Well-defined: If $g K=h K$, then $h^{-1} g \in K \Longrightarrow \phi(h)^{-1} \phi(g)=\phi\left(h^{-1} g\right) \in \phi(K)$. So $\phi(g) \phi(K)=$ $\phi(h) \phi(K)$.

Since $\phi$ is surjective, $f$ is onto.
Suppose $f(g K)=f(h K)$, so $\phi(g) \phi(K)=\phi(h) \phi(K)$. Then $\phi\left(h^{-1} g\right)=\phi(h)^{-1} \phi(g) \in \phi(K) \Longrightarrow$ $h^{-1} g \in \phi^{-1}(\phi(K))=K$. So $g K=h K$, and $f$ is injective.

We conclude that $f$ is a bijection.

### 5.6 The second isomorphism theorem

Recall internal direct product and lemma from products:

## Lemma 4.11

Suppose $G=H K$ for $H, K \leq G$. Then every element $g \in G$ can be written as $g=h k$ for unique $h \in H, k \in K$ if and only if $H \cap K=\{e\}$.

We didn't use the fact $G=H K$ in the proof. If $H K \subsetneq G$, then we won't be able to write $g=h k$, but for the $g$ that we can write in the form of $h k$, the factorization is unique if and only if $H \cap K=\{e\}$. Then we can reword this lemma a little more generally.

Suppose $H, K \leq G$.

## Lemma 5.20

Every element of $H K$ can be written as $h k$ for unique $h \in H, k \in K$, if and only if $H \cap K=\{e\}$.

If $H \cap K=\{e\}$, then $|H K|=|H| \cdot|K|$. What is $|H K|$ if $H \cap K \neq\{e\}$ ? $H K=\bigcup_{h \in H} h K$, a union of cosets of $K$. Let $X=\{h K: h \in H\} \subseteq G / K$. Then $X$ is a partition of $H K$, so $|H K|=|X| \cdot|K|$. How large is $X$ ?

## Lemma 5.21

Let $H, K \leq G$. If $h_{1}, h_{2} \in H$, then $h_{1} K=h_{2} K$ if and only if $h_{1}(H \cap K)=h_{2}(H \cap K)$.

Proof:
$h_{1} K=h_{2} K \Longleftrightarrow h_{1}^{-1} h_{2} \in K \Longleftrightarrow h_{1}^{-1} h_{2} \in H \cap K$. But $h_{1}^{-1} h_{2}=H \cap K$ if and only if $h_{1} H \cap K=$ $h_{2} H \cap K$. This uses the fact that $H \cap K \leq H$.

Rephrasing: Consider equivalence relations $\sim_{K}$ on $G, \sim_{H \cap K}$ on $H$. If $h_{1}, h_{2} \in H$, then $h_{1} \sim_{K} h_{2} \Longleftrightarrow$ $h_{1} \sim_{H \cap K} h_{2}$.

## Corollary 5.22

$H / H \cap K \rightarrow X: h H \cap K \rightarrow h K$ is a bijection.

## Proof:

From Lemma 5.21, it is well-defined, injective. Surjective obvious.
Now going back to what we are trying to do: If $H, K \leq G, X=\{h K: h \in H\}$ partitions $H K$, so $|H K|=|X| \cdot|K|$.
$|X|=[H: H \cap K]$, so $|H K|=[H: H \cap K]|K|$. Using $[H: H \cap K] \cdot|H \cap K|=|H|$ (by Lagrange's theorem), we have

## Proposition 5.23

If $H, K \leq G$, then $|H K||H \cap K|=|H||K|$.

Note that this proposition also holds when $H$ and $K$ are infinite. Another way to think about this formula if $H, K$ finite:
[H:HคK]=|X|=$\frac{|H K|}{|K|}$ LHS is an index, RHS is a fraction. Is RHS an index as well? The problem: HK not necessarily a group. Thus RHS might not be an index. But when is HK a group?

## Proposition 5.24

Let $H, K \leq G$. Then $H K \leq G \Longleftrightarrow H K=K H \Longleftrightarrow K H \subseteq H K$.

Proof:
(1) $\Rightarrow$ (2) If $H K \leq G$, and $h \in H, k \in K$, then $h, k \in H K$, so $k h \in H K$. Also $k^{-1} h^{-1} \in H K$, so $k^{-1} h^{-1}=h_{0} k_{0}$. Hence $h k=\left(k^{-1} h^{-1}\right)^{-1}=k_{0}^{-1} h_{0}^{-1} \in K H$. Sp $K H \subseteq H K$ and $H K \subseteq K H \Longrightarrow H K=$ KH
(3) $\Rightarrow$ (1) Conversely, suppose $K H \subseteq H K$. We always have $e \in H K$. If $x, y \in H K$, then $x=h_{0} k_{0}$, $y=h_{1} k_{1}$ for $h_{0}, h_{1} \in H, k_{0}, k_{1} \in K$. Since $K H \subseteq H K, k_{0}^{-1}\left(h_{0}^{-1} h_{1}\right)=h_{2} k_{2}$ for $h_{2} \in H, k_{2} \in K$. So $x^{-1} y=k_{0}^{-1} h_{0}^{-1} h_{1} k_{1}=h_{2}\left(k_{2} k_{1}\right) \in H K$.

## Corollary 5.25

If $K H \subseteq H K$, then $[H: H \cap K]=[H K: K]$.

When is $K H \subseteq H K$ ? We have a sufficient condition:
for all $h \in H$, there is $h^{\prime} \in H$ such that $K h=h^{\prime} K$.
Recall: if $K h=h^{\prime} K$, then $h^{\prime} K=h K$.
Rephrase condition: $h K h^{-1}=K$, for all $h \in H$, i.e., $H \subseteq N_{G}(K)$.

## Corollary 5.26

If $H \subseteq N_{G}(K)$, then $H K \leq G$, and hence $[H: H \cap K]=[H K: K]$.

What else does the condition $H \subseteq N_{G}(K)$ imply?
We know $h K h^{-1}=K, k K k^{-1}=K$, so
$H, K \subseteq N_{H K}(K) \Longrightarrow N_{H K}(K)=H K \Longrightarrow K \unlhd H K$.
If $k \in H \cap K, h \in H$, then $h k h^{-1} \in H \cap K$. So $H \cap K \unlhd H$.

## Theorem 5.27: Second isomorphism theorem

Suppose $H \subseteq N_{G}(K)$. Then $H K \leq G, K \unlhd H K$, and $H \cap K \unlhd H$. Furthermore, if $i_{H}: H \rightarrow H K$ is the inclusion, $q_{1}: H \rightarrow H / H \cap K$ and $q_{2}: H K \rightarrow H K / K$ are the quotient maps, then there is an isomorphism $\psi: H / H \cap K \rightarrow H K / K$ such that $\psi \circ q_{1}=q_{2} \circ i_{H}$.


Proof:
Already shown $H K \leq G, K \unlhd H K, H \cap K \unlhd H$.
If $h \in H, k \in K$, then $h k K=h K$. So $H K / K=\{g K: g \in H K\}=\{h K: h \in H\}$. Hence $\operatorname{Im} q_{2} \circ i_{H}=\{h K: h \in H\}=H K / K$.
$\operatorname{ker} q_{2} \circ i_{H}=i_{H}^{-1}\left(q_{2}^{-1}(\{e\})\right)=i_{H}^{-1}(K)=H \cap K$
By the first isomorphism theorem, there is an isomorphism $\psi$ as desired.
Example: $\mathrm{PGL}_{n} \mathbb{C}$
Recall that $\mathrm{PGL}_{n} \mathbb{C}=\mathrm{GL}_{n} \mathbb{C} / Z\left(\mathrm{GL}_{n} \mathbb{C}\right)$.
Let $K=Z\left(\mathrm{GL}_{n} \mathbb{C}\right)=\{\lambda 1: \lambda \neq 0\}$. Since $K \unlhd G, N_{G}(K)=G$. Let $H=\mathrm{SL}_{n} \mathbb{C}=\{M \in G:$ $\operatorname{det} M=1\} \unlhd G=N_{G}(K)$, so $H K \leq G$. Suppose $M \in G L_{n} \mathbb{C}$, let $\lambda=\operatorname{det} M$. Then $\operatorname{det} \lambda^{-1 / n} M=$ $\lambda^{-1} \operatorname{det} M=1, \lambda^{-1 / n} M \in \mathrm{SL}_{n} \mathbf{C}$.

Conclusion: $G=H K$.
$C_{n}:=H \cap K=\left\{\lambda 1: \lambda^{n}=1\right\}=\left\{e^{2 \pi i k / n} 1: k=0, \ldots, n-1\right\}$ (Note: $C_{n} \cong \mathbb{Z} / n \mathbb{Z}$ ). Second isomorphism $\Longrightarrow \mathrm{PGL}_{n} \mathbb{C} \cong \mathrm{SL}_{n} \mathbb{C} / C_{n}$. In Lie theory, this kind of calculation can be quite useful.

## Group actions

### 6.1 Group actions

### 6.1.1 Two group actions

Example: $S_{n}$
Permutation $S_{n}$ of $\{1, \ldots, n\}$ form a group.
This means that we can multiply permutations together. e.g.,

$$
(12)(34)(24)=(1234)
$$

However, that's not all there is to permutations: we can also plug in numbers from $1, \ldots, n$

$$
((12)(34))(3)=4
$$

We say that $S_{n}$ acts on $\{1, \ldots, n\}$
Example: $\mathrm{GL}_{n} \mathbb{C}$
Similarly, for $\mathrm{GL}_{n} \mathbb{C}$, we can do more than multiply matrices: We can also multiply matrices and vectors. Given $A \in \mathrm{GL}_{n} \mathbb{C}, v \in \mathbb{C}$, can take $A \cdot v \in \mathbb{C}^{n}$. Say that $\mathrm{GL}_{n} \mathbb{C}$ acts on $\mathbb{C}^{n}$.

Clearly the notion of actions is important to groups.

## left action

Let $G$ be a group. A (left) action of $G$ on a set $X$ is a function : $: G \times X \rightarrow X$ such that
(a) $e \cdot x=x$ for all $x \in X$, and
(b) $g \cdot(h \cdot x)=(g h) \cdot x$ for all $g, h \in G, x \in X$.

Example:
$S_{n}$ acts on $\{1, \ldots, n\}, n \geq 1$.
$\mathrm{GL}_{n} \mathbb{K}$ acts on $\mathbb{K}^{n}$ (prove by the associativity of matrix multiplication).
Let $X$ be any set, $G$ any group. We can define an action of $G$ on $X$ by $g \cdot x=x$ for all $g \in G, x \in X$.
This is called the trivial action of $G$ on $X$.

Proof:
(a) clear, $g \cdot(h \cdot x)=g \cdot x=x=(g h) \cdot x$.

## Proposition 6.1

Let $X$ be a set. The group $S_{X}$ (of invertible functions $X \rightarrow X$ under composition o) acts on $X$ via $f \cdot x=f(x)$.

## Proof:

The identity 1 in $S_{X}$ is the identity function, so $1 \cdot x=1(x)=x$. If $f, g \in S_{X}$, then $(f \circ g)(x)=$ $f(g(x))=g \cdot(g \cdot x)$.

## Note:

We typically stick with the notation $f(x)$, rather than $f \cdot x$. Recall $S_{n}=S_{\{1, \ldots, n\}}$.

## Lemma 6.2

If $G$ acts on $X$, and $H \leq G$, then $H$ acts on $G$ by the restricted action $X \times X \rightarrow X:(h, x) \mapsto h \cdot x$.

Proof:
Immediate.
Alternative way to show $\mathrm{GL}_{n} \mathbb{K}$ acts on $\mathbb{K}^{n}$ : observe $\mathrm{GL}_{n} \mathbb{K} \leq S_{\mathbb{K}^{n}}$.

### 6.1.2 Invariant subsets

However, note that groups aren't tied to a particular action:
Example:
$D_{2 n}$ was defined as subgroup of $\mathrm{GL}_{2} \mathbb{R}$, so it acts on $\mathbb{R}^{2}$.
However, $D_{2 n}$ also acts on the vertices $v_{0}, \ldots, v_{n-1}$ of the $n$-gon.
In fact, this action determines elements of $D_{2 n}$ :

$$
s^{i} \text { sends } v_{0} \text { to } v_{i}, v_{1} \text { to } v_{i+1} \quad s^{i} r \text { sends } v_{0} \text { to } v_{i}, v_{1} \text { to } v_{i-1}
$$

This dihedral group action on the vertices of the $n$-gon is an instance of the following pattern:

## invariant under the action of $G$

If $G$ acts on $X$, a subset $Y \subseteq X$ is invariant under the action of $G$ if $g \cdot y \in Y$ for all $g \in G, y \in Y$.

## Lemma 6.3

If $G$ acts on $X$ and $Y$ is an invariant subset, then $G$ acts on $Y$ via $G \times Y \rightarrow Y:(g, y) \mapsto g \cdot y$.

## Example:

$\{0\}$ is an invariant subset of $\mathbb{K}^{n}$ under the action of $\mathrm{GL}_{n} \mathbb{K}$. In this case, the action of $\mathrm{GL}_{n} \mathbb{K}$ on $\{0\}$ is trivial.

### 6.1.3 Actions on functions

## Proposition 6.4

Suppose $G$ acts on $X$ and $Y$, and let $\operatorname{Fun}(X, Y)$ denote the set of functions from $X$ to $Y$. If $g \in G$ and $f \in \operatorname{Fun}(X, Y)$, let $g \cdot f$ be the function

$$
g \cdot f: X \rightarrow Y: x \mapsto g \cdot f\left(g^{-1} \cdot x\right)
$$

Then $G \times \operatorname{Fun}(X, Y) \rightarrow \operatorname{Fun}(X, Y):(g, f) \mapsto g \cdot f$ is a left action of $G$ on $\operatorname{Fun}(X, Y)$.

Often we apply this function with the trivial action on $Y$, so the action looks like $g \cdot f(x)=f\left(g^{-1} \cdot x\right)$.

### 6.1.4 Actions on subsets

## Proposition 6.5

Suppose $G$ acts on $X$. Let $2^{X}$ denote the subsets of $X$. Then $g \cdot S=\{g \cdot s: s \in S\}$ defines an action of $G$ on $2^{X}$.

$$
\begin{aligned}
& \text { Proof: } \\
& e \cdot s=\{e \cdot s: s \in S\}=\{s: s \in S\}=S \\
& \text { For all } g, h \in G, S=2^{X}, \\
& \qquad \begin{aligned}
g \cdot(h \cdot S) & =g \cdot\{h \cdot s: s \in S\}=\{g \cdot(h \cdot s): s \in S\} \\
& =\{g h \cdot s: s \in S\}=g h \cdot S
\end{aligned}
\end{aligned}
$$

Alternative proof: $2^{X}$ is the set of functions $X \rightarrow\{0,1\}$. Can realize action of $G$ on $2^{X}$ by taking action on functions with trivial action on $\{0,1\}$.

### 6.1.5 Left regular action

Does every group act on some set?

## Lemma 6.6

If $G$ is a group, then the multiplication map $\cdot: G \times G \rightarrow G$ is a left action of $G$ on $G$.

Proof:
Immediate from group definition.
So every group acts on itself by left multiplication. This action is called the left regular action of $G$ on G.

## Lemma 6.7

If $H \leq G$, then $G$ acts on $G / H$ by $g \cdot(k H)=g k H$.

Proof:
We can prove this by combining previous lemmas and propositions.
First we know $G$ acts on itself by the left regular action. From Proposition 6.5, we know $G$ acts on
$2^{G}$ by the setwise product. Second, the elements of $G / H$ are cosets, thus $G / H \subseteq 2^{G}$. Now setwise product gives us an action of $G$ on $2^{G}$. When we take the setwise product $g$ with coset $k H$, we get another coset. So $G / H$ is an invariant subset of $2^{G}$ under the induced subset product action from the left regular action.

## Remark:

Since $G /\{e\}=G$, this generalizes the left regular action.

### 6.1.6 Right multiplication

## What about right multiplication?

Let $G$ be a group, where we denote the product of $g$ and $h$ by $g h$ (then we free $\cdot$ symbol and can redefine later). For $g, k \in G$, define $g \cdot k=k g$ (right multiplication). Then we might ask: does this define a left action of $G$ on $G$ in the same way that left multiplication did?

If $g, h, k \in G$ ( $k$ is the element being acted on), then $g \cdot(h \cdot k)=g \cdot k h=k h g$, whereas $g h \cdot k=k g h$, which is not equal to $k h g$ if $h g \neq g h$. So right multiplication does not define a left action in general.

Can we fix this?

## right action

Let $G$ be a group. A (right) action of $G$ on a set $X$ is a function $\cdot: X \times G \rightarrow X$ such that
(a) $x \cdot e=x$ for all $x \in X$, and
(b) $(x \cdot g) \cdot h=x \cdot(g h)$ for all $g, h \in G, x \in X$.

## Example:

There is a right action of $G$ on itself by right multiplication. THis is called the right regular action of $G$ on $G$. More generally, if $H \leq G$ then $G$ acts on $H \backslash G$.

If $G$ is a group and $X$ is a set, then there is a trivial right action of $G$ on $X$ defined by $x \cdot g=x$ for all $g \in G, x \in X$.

If there is a right action of $G$ on $X$, and $Y$ is any set, then $(g \cdot f)(x)=f(x \cdot g)$ defomes a left action of $G$ on $\operatorname{Fun}(X, Y)$.

## Proposition 6.8

If $\cdot$ is a right action of $G$ on $X$, then $g \cdot x=x \cdot g^{-1}$ defines a left action of $G$ on $X$.

$$
\begin{aligned}
& \text { Proof: } \\
& \begin{aligned}
e \cdot x=x \cdot e \text { and if } g, h \in G, x \in X \text {, then } \\
\qquad \begin{aligned}
g \cdot(h \cdot x) & =g \cdot\left(x \cdot h^{-1}\right)=\left(x \cdot h^{-1}\right) \cdot g^{-1} \\
& =x \cdot h^{-1} g^{-1}=x \cdot(g h)^{-1}=g h \cdot x
\end{aligned}
\end{aligned} \begin{aligned}
& \\
&
\end{aligned}
\end{aligned}
$$

Combined with the last example previously, this proposition explains why, if $\cdot$ is a left action of $G$ on $X$, we define the left action of $G$ on $\operatorname{Fun}(X, Y)$ by setting $(g \cdot f)(x)=f\left(g^{-1} \cdot x\right)$.

### 6.2 Permutation representations

## Lemma 6.9

If $G$ has a left action on a set $X$, and $g \in G$, let $\ell_{g}: X \rightarrow X$ be defined by $\ell_{g}(x)=g \cdot x$. Then:
(a) $\ell_{g} \circ \ell_{h}=\ell_{g h}$ for all $g, h \in G$.
(b) $\ell_{e}=1$, the identity function.
(c) $\ell_{g}$ is a bijection for all $g \in G$.

Proof:
$\ell g \circ \ell_{h}(x)=g \cdot(h \cdot x)=g h \cdot x=\ell_{g h}(x)$.
Also, $\ell_{e}(x)=e \cdot x=x$.
Finally, $\ell_{g} \circ \ell_{g^{-1}}=\ell_{e}=1=\ell_{g^{-1}} \circ \ell_{g} \Longrightarrow \ell_{g}$ is invertible.

## Corollary 6.10

Every left action of $G$ on $X$ gives a homomorphism $\phi: G \rightarrow S_{X}: g \mapsto \ell_{g}$ with $\phi(g)(x)=g \cdot x$.

## permutation representation

If $X$ is a set, a permutation representation of $G$ on $X$ is a homomorphism $\phi: G \rightarrow S_{X}$.

If $|X|=n$, then $S_{X} \cong S_{n}$.
So action on finite set $X$ with $|X|=n$ gives homomorphism to $S_{n}$.
Example: $D_{2 n}$
$D_{2 n}$ acts on $n$ vertices of $n$-gon, so there is a homomorphism $D_{2 n} \rightarrow S_{n}$.
Let $X=\left\{v_{0}, \ldots, v_{n-1}\right\}$ be vertices of $n$-gon.
Identify $X$ with $\{1, \ldots, n\}$ by mapping $v_{i} \mapsto i+1$ so we can write elements of $S_{X}$ as elements of $S_{n}$.
Let $\phi: D_{2 n} \rightarrow S_{n}$ be permutation representation given by action $D_{2 n}$ on $X$
What is $\phi(s)$ ?
$s \cdot v_{0}=v_{1}, s \cdot v_{1}=v_{2}, \ldots, s \cdot v_{n-1}=v_{0}$. So

$$
\phi(s)=\left(\begin{array}{llll}
1 & 2 & 3 & \ldots
\end{array}\right)
$$

What is $\phi(r)$ ?
$r \cdot v_{0}=v_{0}, r \cdot v_{1}=v_{n-1}, \ldots, r \cdot v_{i}=v_{n-i}$. So

$$
\phi(r)= \begin{cases}(2 n)(3 n-1) \cdots\left(\frac{n+1}{2} \frac{n+3}{2}\right) & \text { if } n \text { is odd } \\ (2 n)(3 n-1) \cdots\left(\frac{n}{2} \frac{n}{2}+2\right) & \text { if } n \text { is even }\end{cases}
$$

Transposition is another name for the two cycle.
In general, $\phi\left(s^{i} r^{j}\right)=\phi(s)^{i} \phi(r)^{j}$.

## Theorem 6.11

(a) If $G$ acts on $X$, then there is a homomorphism $\phi: G \rightarrow S_{X}$ defiend by $\phi(g)(x)=g \cdot x$.
(b) If $\phi: G \rightarrow S_{X}$ is a homomorphism, then $g \cdot x=\phi(g)(x)$ defines a group action of $G$ on $X$.

In other wrods, group actions $\equiv$ permutation representations.
Because of this theorem, we treat the two as interchangeable.
Proof:
(a) Already done.
(b) $e \cdot x=\phi(e)(x)=1(x)=x$ for all $x \in X$.

If $g, h \in G, x \in X$, then

$$
g \cdot(h \cdot x)=\phi(g)(\phi(h)(x))=(\phi(g) \circ \phi(h))(x)=\phi(g h)(x)
$$

### 6.3 Cayley's theorem

## faithful

Let $G$ act on a set $X$, and let $\phi: G \rightarrow S_{X}$ be the corresponding permutation representation. The kernel of the action is $\operatorname{ker} \phi$, and the action is faithful if $\operatorname{ker} \phi=\{e\}$.

## Lemma 6.12

An action of $G$ on $X$ is faithful if and only if for every $g \in G, g \neq e$, there is $x \in X$ such that $g \cdot x \neq x$.

Proof:
$\ell_{g} \neq 1$ if and only if there is $x \in X$ such that $g \cdot x=\ell(g)(x) \neq x$.

## Lemma 6.13

An action of $G$ on $X$ is faithful if and only if for every $g \in G, g \neq e$, there is $x \in X$ such that $g \cdot x \neq x$.

## Example:

$S_{X}$ acts faithfully on $X$.
If $A \cdot e_{i}=e_{i}$ for all $i=1, \ldots, n$, then $A=1$, so action of $\mathrm{GL}_{n} \mathbb{K}$ on $\mathbb{K}^{n}$ is faithful.
$D_{2 n}$ acts faithfully on vertices of the $n$-gon.
Trivial action is not faithful.
Does every group act faithfully on some set?

## Theorem 6.14: Cayley's theorem

The left regular action of $G$ on $G$ is faithful.
Consequently, $G$ is isomorphic to a subgroup of $S_{G}$. In particular, if $|G|=n<+\infty$, then $G$ is isomorphic to a subgroup of $S_{n}$.

Proof:
If $g \in G, g \neq e$, then $g \cdot e=g \neq e$. So left regular action is faithful.
Hence permutation representation $\phi: G \rightarrow S_{G}$ is injective. So $G$ is isomorphic to $\operatorname{Im} \phi \leq S_{G}$ (easy case of first isomorphism theorem). If $|G|=n<+\infty$, then $S_{G} \cong S_{n}$.

Homomorphism $G \rightarrow S_{G}$ given by this theorem is called left regular representation of $G$.
Example: $\mathbb{Z} / 2 \mathbb{Z}$
Let $G=\mathbb{Z} / 2 \mathbb{Z}=\{[0],[1]\}$
Cayley's theorem: $G$ is isomorphic to a subgroup of $S_{2}$
$[0]+[0]=[0],[0]+[1]=[1]$, so $[0] \mapsto e$ in $S_{2}$
$[1]+[0]=[1],[1]+[1]=[0]$, so $[0] \mapsto(12)$ in $S_{2}$.
The left regular representation may not be the most efficient permutation representation.
Example: $D_{6}$
$D_{6}$ has order 6, so is isomorphic to subgroup of $S_{6}$
But $D_{6}$ acts faithfully on vertices of 3-gon, so there is injective homomorphism $D_{6} \rightarrow S_{3}$, since $\left|D_{6}\right|=\left|S_{3}\right|=6$, this is an isomorphism.

But $\left|S_{6}\right|=6!\gg 6$.
Remark:
There is actually a sense in which the left regular representation is the least efficient representation of the group. We don't have the tools to fill what we mean by that. The tools will be explored in the representation theory of finite groups.

### 6.4 Orbits and stabilizers

## orbit

Let $G$ act on $X$. The $G$-orbit of $x$ is $\mathcal{O}_{x}=\{g \cdot x: g \in G\}$. A subset $\mathcal{O} \subseteq X$ is an orbit if $\mathcal{O}=\mathcal{O}_{x}$ for some $x \in X$. A group action is transitive if $\mathcal{O}_{x}=X$ for some $x \in X$.

## Example: left multiplication

Let $H \leq G$ act on $G$ by left multiplication. The orbit of $g \in G$ is $\mathcal{O}_{g}=H g$, a right coset.
If we take $H=G$, then $\mathcal{O}_{g}=G$, then transitive. Since $H g$ is a proper subset of $G$ if $H<G, G$ is not transitive unless $H=G$.

If $H$ is non-trivial, $H g=H g^{\prime}$ for some $g \neq g^{\prime}$. Thus it's possible to have $\mathcal{O}=\mathcal{O}_{x}=\mathcal{O}_{x^{\prime}}$ for $x \neq x^{\prime}$. That's part of why we have two different terms: $\mathcal{O}$ and $\mathcal{O}_{x}$.

We can also consider right multiplication, then orbit is a left coset.

Example: $\mathrm{GL}_{n} \mathbb{K}$
Consider the action of $\mathrm{GL}_{n} \mathbb{K}$ on $\mathbb{K}^{n}$, Then

$$
\mathcal{O}_{v}= \begin{cases}\{0\} & v=0 \\ \left\{w \in \mathbb{K}^{n}: w \neq 0\right\} & v \neq 0\end{cases}
$$

The second orbit can be verified by the basis extension theorem. So this action is transitive, and there are two orbits.

Example: $S_{X}$
If $1 \leq i \neq j \leq n$, then can find $\pi \in S_{n}$ such that $\pi(i)=j$. (for instance, $\pi=(i j)$ ). So $\mathcal{O}_{i}=\{1, \ldots, n\}$ for all $i$.

Conclusion: action of $S_{n}$ on $\{1, \ldots, n\}$ is transitive, has one orbit.
More generally, action of $S_{X}$ on $X$ is transitive, has one orbit.
Suppose $\sigma \in S_{n}$. What are the orbits of $\langle\sigma\rangle$ on $\{1, \ldots, n\}$ ? E.g. $\sigma=(137)(26)(48) \in S_{8}$.
$\mathcal{O}_{1}=\mathcal{O}_{3}=\mathcal{O}_{7}=\{1,3,7\}, \mathcal{O}_{2}=\mathcal{O}_{6}=\{2,6\}$. Other orbits are $\{4,8\},\{5\}$.
In general, if $\sigma=\left(i_{11} \cdots i_{1 k_{1}}\right)\left(i_{21} \cdots i_{2 k_{2}}\right) \cdots\left(i_{m 1} \cdots i_{m k_{m}}\right)$ (with 1-cycles included), orbits are $\left\{i_{j 1}, \ldots, i_{j k_{j}}\right\}, 1 \leq j \leq m$

Note: in all these examples, orbits partition $X$.
Recall: partitions correspond to equivalence relations.

## $\sim_{G}$

If $G$ acts on $X$, say that $x \sim_{G} y$ if there is $g \in G$ s.t. $g \cdot x=y$.

## Lemma 6.15

If $G$ acts on $X$, then $\sim_{G}$ is an equivalence relation on $X$.

Proof:
Since $e \cdot x=x, x \sim_{G} x$ for all $x \in X$.
If $g \cdot x=y$, then multiply both sides by $g^{-1}$, then $g^{-1} \cdot y=x$, so $x \sim_{G} y \Longrightarrow y \sim_{G} x$.
Finally, if $g \cdot x=y$, and $h \cdot y=z$, then $h g \cdot x=z$, so $x \sim_{G} y$ and $y \sim_{G} z \Longrightarrow x \sim_{G} z$.
If $x \in X$, then equivalence class $[x]_{\sim G}$ of $x$ is

$$
\left\{y \in X: x \sim_{G} y\right\}=\{y \in X: y=g \cdot x, \text { for some } g \in G\}=\mathcal{O}_{x}
$$

Conclusion: equivalence classes of $\sim_{G}$ are orbits of $G$ acting on $X$.

## Proposition 6.16

If $G$ acts on $X$, then orbits of $G$ form a partition of $X$. In particular, the action is transitive if and only if there is one orbit.

## set of representatives for $\sim$

Let $\sim$ be an equivalence relation on a set $X$. A subset $S \subseteq X$ is said to be a set of representatives for $\sim$ if each equivalence class of $\sim$ contains exactly one element of $S$.

It's always possible to pick a set of representatives.

## Corollary 6.17

Suppose $G$ acts on a set $X$, and let $S$ be a set of representatives for $\sim_{G}$. Then

$$
|X|=\sum_{x \in S}\left|\mathcal{O}_{x}\right|
$$

Example:
In the previous $S_{X}$ example, we can pick $1,2,4,5$, and

$$
|X|=8=\left|\mathcal{O}_{1}\right|+\left|\mathcal{O}_{2}\right|+\left|\mathcal{O}_{4}\right|+\left|\mathcal{O}_{5}\right|
$$

What's $\left|\mathcal{O}_{x}\right|$ ?
To determine $\left|\mathcal{O}_{x}\right|$, we can use the function $G \rightarrow \mathcal{O}_{x}: g \mapsto g \cdot x$. It's clearly onto, but it might have $g \cdot x=h \cdot x$ when $g \neq h$.

## stabilizer of $x$

If $G$ acts on $X$, and $x \in X$, the stabilizer of $x$ is $G_{x}:=\{g \in G: g \cdot x=x\}$.

## Proposition 6.18

If $G$ acts on $X, x \in X$, then $G_{x}$ is a subgroup of $G$.

Proof:
First, $e \in G_{x}$.
Second, if $g, h \in G_{x}$, then $g h \cdot x=g \cdot(h \cdot x)=g \cdot x=x \Longrightarrow g h \in G_{x}$.
Third, if $g \in G_{x}$, then $g^{-1} \cdot x=g^{-1} \cdot(g \cdot x)=e \cdot x=x \Longrightarrow g^{-1} \in G_{x}$.

## Theorem 6.19: Orbit-stabilizer theorem

If $G$ acts on $X$, and $x \in X$, then there is a bijection $G / G_{x} \rightarrow \mathcal{O}_{x}: g G_{x} \mapsto g \cdot x$.

Proof:
Well-defined: if $g G_{x}=h G_{x}$, then $g^{-1} h \in G_{x}$. So $g^{-1} h \cdot x=x \Longrightarrow h \cdot x=g \cdot x$.
Injective: if $g \cdot x=h \cdot x$, then $g^{-1} h \cdot x=x$, so $g^{-1} h \in G_{x} \Longrightarrow g G_{x}=h G_{x}$.
Surjective: if $y \in \mathcal{O}_{x}$, then $y=g \cdot x$ by definition.

## Corollary 6.20

If $G$ acts on $X$ and $x \in X$, then $\left|\mathcal{O}_{x}\right|=\left[G: G_{x}\right]$.

Example: $S_{n}$
Let $G=S_{n}, X=\{1, \ldots, n\}$.
We know action of $G$ on $X$ is transitive, so $\mathcal{O}_{i}=X$, any $i$.
So we have $n=\left|\mathcal{O}_{i}\right|=\left[G: G_{i}\right]=\frac{|G|}{\left|G_{i}\right|}=\frac{n!}{\left|G_{i}\right|}$.
It follows that $\left|G_{i}\right|=(n-1)$ !, any $i$
Stabilizer of $i$ is $G_{i}=\left\{\pi \in S_{n}: \pi(i)=i\right\}$,
For example, for $n=4, G_{1}=\{e,(23),(24),(34),(234),(243)\}$.
In general, $G_{i} \cong S_{n-1}$, we can see $\left|G_{i}\right|=(n-1)$ ! directly.
Example: G/H
Recall that action of $G$ on $G / H$ is $g \cdot k H=g k H$ (i.e., the usual set multiplication)

## Proposition 6.21

Suppose $H \leq G$. Then the left multiplication action of $G$ on $G / H$ is transitive, and $G_{e H}=H$.

> Proof:
> If $g H \in G / H$, then $g H=g \cdot e H$, so $\mathcal{O}_{e H}=G / H$.
> $g \cdot e H=e H \Longleftrightarrow g H=H \Longleftrightarrow g \in H$.

In this case, orbit-stabilizer theorem states that $\mathcal{O}_{e H}=G / H$ is in bijection with $G / H$ (tautology)

### 6.4.1 Kernel versus stabilizer

If $G$ acts on $X$, then kernel of the action is $\{g \in G: g \cdot x=x \quad \forall x\}$ where as $G_{x}=\{g \in G: g \cdot x=x\}$, i.e., with stabilizer $x$ is fixed. Consequently, if $H$ is kernel of action, then $H \leq G_{x}$ for all $x \in X$.

## Proposition 6.22

If $G$ acts on $X$, then the kernel of the action is $\bigcap_{x \in X} G_{x}$, the intersection of the stabilizers.

Proof:
$g$ is in the kernel if and only if $g \in G_{x}$ for all $x \in X$.

## Theorem 6.23

If $G$ is finite and $H \leq G$ has index $[G: H]=p$, where $p$ is the smallest prime dividing $|G|$, then $H \unlhd G$.

## Proof:

Let $K$ be kernel of action of $G$ on $G / H$. By Proposition 6.22, $K \leq H=G_{e H}$. Let $k=[H: K]=\frac{|H|}{|K|}$. Now $[G: K]=\frac{|G|}{|K|}=\frac{|G|}{|H|} \cdot \frac{|H|}{|K|}=p \cdot k$.

By first isomorphism theorem, $G / K$ is isomorphic to subgroup of $S_{p}$. So $|G / K|=k p| | S_{p} \mid=$ $p!\Longrightarrow k \mid(p-1)!$. But we also have $k||G|$. Since $p$ is smallest prime dividing $| G \mid$, must have $k=1 \Longrightarrow|H|=|K| \Longrightarrow H=K$.

### 6.5 Conjugation

Recall that left multiplication defines a left action of $G$ on $G$. It turns out that there's another natural left action:

## Lemma 6.24

$G \times G \rightarrow G:(g, k) \mapsto g k g^{-1}$ defines an action of $G$ on $G$.

## Remark:

This action is called the conjugation action of $G$ on $G$.
To avoid confusion with the left multiplication action in this section, we'll denote the conjugation action by $\bullet$, so $g \bullet k=g k g^{-1}$.

In practice, there is no convention on the meaning of $\cdot$ and $\bullet$, so we'll have to say which one you are using each time.

Proof:
If $k \in G$, then $e \bullet k=e k e=k$.
If $g, h \in G, k \in G$, then

$$
g \bullet(h \bullet k)=g \bullet h k h^{-1}=g h k h^{-1} g^{-1}=(g h) k(g h)^{-1}=g h \bullet k
$$

## conjugacy class

The orbit of $k \in G$ under the conjugation action is called conjugacy class of $k$. We'll denote it by Conj ${ }_{G}(k)$.

## centralizer of $k$ in $G$

The stabilizer of $k \in G$ is called centralizer of $k$ in $G$, and is denoted by $C_{G}(k)$.

By definition $\operatorname{Conj}_{G}(k)=\left\{g k g^{-1}: g \in G\right\}$.
$C_{G}(k)=\left\{g \in G: g k g^{-1}=k\right\}=\{g \in G: g k=k g\}$, i.e., the centralizer is the set of elements in $G$ commute with $k$.

By the orbit stabilizer theorem, $\left|\operatorname{Conj}_{G}(k)\right|=\left[G: C_{G}(k)\right]$
Example:
$\operatorname{Conj}(e)=\left\{g e g^{-1}: g \in G\right\}=\{e\}$ and $C_{G}(e)=G$.
The conjugation action of $G$ on $G$ induces an action of $G$ on $2^{G}$
If $g \in G, S \subseteq G$, then

$$
g \bullet S=\{g \bullet h: h \in S\}=\left\{g h g^{-1}: h \in S\right\}=g S g^{-1}
$$

So the stabilizer of $S$ is $\left\{g \in G: g S g^{-1}=S\right\}=: N_{G}(S)$, where $N_{G}(S)$ is the normalizer of $S$ in $G$.

## Example: matrices

Important instances of the conjugation action: $G=\mathrm{GL}_{n} \mathbb{K}$
Actually, if $A, B$ are $n \times n$ matrices, $A$ invertible, then $A B A^{-1}$ makes sense even if $B$ is not invertible
Exercise:
$\mathrm{GL}_{n} \mathbb{K}$ acts on $M_{n} \mathbb{K}$ by conjugation, where $M_{n} \mathbb{K}$ is the set of all $n \times n$ matrices.
Recall: two matrices $A$ and $B$ are similar if there is $C \in \mathrm{GL}_{n} \mathbb{K}$ such that $C A C^{-1}=B$. This is the equivalence $\sim_{\mathrm{GL}_{n}} \mathbb{K}$.

Orbits of conjugation action of $\mathrm{GL}_{n} \mathbb{K}$ on $M_{n} \mathbb{K}$ are called similarity classes.
Matrix $A$ is diagonalizable if it is similar to a diagonal matrix.
When $\mathbb{K}=\mathbb{C}$, every similarity class contains exactly one matrix in Jordan normal form, matrices in Jordan normal form give a set of representatives for $\sim_{G^{n}} \mathbb{K}$

### 6.5.1 Class equation

Using standard fact about orbits,

$$
|G|=\sum_{g \in S}|\operatorname{Conj}(g)|=\sum_{g \in S}\left[G: C_{G}(g)\right]
$$

where $S$ is set of representatives for conjugacy classes.

## Lemma 6.25

$|\operatorname{Conj}(k)|=1 \Longleftrightarrow C_{G}(k)=G \Longleftrightarrow k \in Z(G)$

## Proof:

$\operatorname{Conj}(k)$ has size one $\Longleftrightarrow g k g^{-1}=k$ for all $g \in G$
$\Longleftrightarrow C_{G}(k)=G \Longleftrightarrow k \in Z(G)$

## Theorem 6.26: Class equation

If $G$ is a finite group, then $|G|=|Z(G)|+\sum_{g \in T}|\operatorname{Conj}(g)|$, where $T$ is a set of representatives for conjugacy classes not contained in the center.

Proof:
Immediate.

## Theorem 6.27: Cauchy's theorem

If $G$ is a finite group and $p$ is a prime dividing $|G|$, then $G$ contains an element of order $p$.

Proof:
Let $|G|=p m$. Note: theorem is true if $G$ is cyclic.
First assume $G$ is abelian. Proof by induction on $m$.
Base case: if $m=1$, then $G$ is cyclic, so done.
Inductive step: Pick $a \in G, a \neq e$. Can assume $|a|<|G|$ (since otherwise $G$ is cyclic)
If $p||a|$, then apply induction to get element $b \in\langle a\rangle$ with $| b \mid=p$.

Otherwise assume $p \nmid|a|$. Since $G$ abelian, $N=\langle a\rangle \unlhd G .|G / N|=|G| /|N|<|G|$. Since $p||G|, p \nmid| N \mid$, then $p||G / N|$ by prime factorization of $| G \mid$. Then prove by induction, $G / N$ has element $g N$ of order $p$.

Let $n=|g|$. Since $g^{n}=1$, then $q(g)^{n}=(g N)^{n}=1$ where $q$ is quotient map. Thus $p \mid n$.
If $G=\langle g\rangle$, then done, otherwise apply induction to $\langle g\rangle$.
Now prove for general case (nonabelian $G$ ): Use induction on $|G|$ again.
Recall class equation: $|G|=|Z(G)|+\sum_{g \in T}|\operatorname{Conj}(g)|$.
If $p \nmid|\operatorname{Conj}(g)|=|G| /\left|C_{G}(g)\right|$ for some $g \in T$, then $p\left|\left|C_{G}(g)\right|\right.$. Since $g \notin Z(G),|\operatorname{Conj}(g)|>1$, then $\left|C_{G}(g)\right|<|G|$. By induction, $C_{G}(g)$ contains element of order $p$.

If $p||\operatorname{Conj}(g)|$ for all $g \in T$, then $p| \mid Z(G) . Z(G)$ is abelian group, so by abelian case, $Z(G)$ contains element of order $p$.

### 6.5.2 $p$-groups

## p-group

Let $p$ be prime. A group $G$ is a $p$-group if $|G|=p^{k}$ for some $k \geq 1$.

## Theorem 6.28

If $G$ is a $p$-group, then $Z(G) \neq\{e\}$.

## Proof:

$|G|=Z(G)+\sum_{g \in T}\left[G: C_{G}(g)\right]$. We know that $\left[G: C_{G}(g)\right]\left||G|\right.$. If $g \notin Z(G)$ then $\left[G: C_{G}(g)\right]>$ $1 \Longrightarrow\left[G: C_{G}(g)\right]=p^{l}$ for $1<l \leq k \Longrightarrow p \mid\left[G: C_{G}(g)\right]$. Thus $p||Z(G)| \Longrightarrow| Z(G) \mid \geq p \Longrightarrow$ $Z(G) \neq\{e\}$.

### 6.6 Conjugation in permutation groups

Suppose $\pi \sigma \in S_{n}$. What is $\pi \sigma \pi^{-1}$ ?

## Lemma 6.29

If $\sigma(i)=j$, then $\left(\pi \sigma \pi^{-1}\right)(\pi(i))=\pi(j)$.

## Corollary 6.30

If $\sigma=\left(i_{11} \cdots i_{1 k_{1}}\right)\left(i_{21} \cdots i_{2 k_{2}}\right) \cdots\left(i_{m 1} \cdots i_{m k_{m}}\right)$, then
$\pi \sigma \pi^{-1}=\left(\pi\left(i_{11}\right) \cdots \pi\left(i_{1 k_{1}}\right)\right) \cdots\left(\pi\left(i_{m 1}\right) \cdots \pi\left(i_{m k_{m}}\right)\right)$

```
Example: S }\mp@subsup{S}{10}{
Let }\sigma=(13)(2)(4810)(576)(9),\pi=(12345678910), then
\pi\sigma\pi\mp@subsup{\pi}{}{-1}=(24)(3)(591)(687)(10)=(15 9)(2 4)(3)(6 8 7)(10)
```

Now given $\sigma$, what can we say about the conjugacy class $\operatorname{Conj}(\sigma)=\left\{\pi \sigma \pi^{-1}: \pi \in S_{n}\right\}$ ?

## cycle type

For $n \geq 1$, let $[n]:=\{1, \ldots, n\}$. If $\sigma \in S_{n}$, the cycle type of $\sigma$ is the function $\lambda:[n] \rightarrow \mathbb{Z}_{\geq 0}$ such that $\lambda(i)$ is the number of cycles in the disjoint cycle representation of $\sigma$ of length $i$.

Example: $S_{10}$
Let $\sigma=(13)(2)(4810)(576)(9)$.
Then $\sigma$ has cycle type $\lambda$ with $\lambda(1)=2, \lambda(2)=1, \lambda(3)=2$, and $\lambda(i)=0$ for $4 \leq i \leq 10$.
Note that if $\lambda$ is a cycle type, then $\sum_{i=1}^{n} i \lambda(i)=n$.

## Proposition 6.31

If $\sigma \in S_{n}$ has cycle type $\lambda$, then

$$
\operatorname{Conj}(\sigma)=\left\{\tau \in S_{n}: \tau \text { has cycle type } \lambda\right\}=: \operatorname{Conj}(\lambda)
$$

## Proof:

By Corollary 6.30, $\pi \sigma \pi^{-1}$ has the same cycle type as $\sigma$.
Suppose $\tau$ has the same cycle type as $\sigma$.
Let $\sigma=\left(i_{11} \cdots i_{1 k_{1}}\right)\left(i_{21} \cdots i_{2 k_{2}}\right) \cdots\left(i_{m 1} \cdots i_{m k_{m}}\right)$.
By ordering cycles, can write $\tau$ as
$\tau=\left(j_{11} \cdots j_{1 k_{1}}\right)\left(j_{21} \cdots j_{2 k_{2}}\right) \cdots\left(j_{m 1} \cdots j_{m k_{m}}\right)$.
Let $\pi$ be the permutation with $\pi\left(i_{a b}\right)=j_{a b}$. Then $\pi \sigma \pi^{-1}=\tau$, so $\tau \in \operatorname{Conj}(\sigma)$.
How many conjugacy classes are there?

## partition of $n$

A partition of $n$ is a tuple $\lambda$ of natural numbers $\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ such that

- $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{k}$, and
- $\lambda_{1}+\lambda_{2}+\ldots+\lambda_{k}=n$.


## Example:

The partitions of 4 are $(4),(3,1),(2,2),(2,1,1)$, and $(1,1,1,1)$.
Remark:
To avoid having to repeat numbers, we can write

$$
\underbrace{a, a, \ldots, a}_{k \text { times }}
$$

as $a^{k}$. So for instance, $(2,1,1)=\left(2^{1}, 1^{2}\right),(1,1,1,1)=\left(1^{4}\right)$.

## Lemma 6.32

There is a bijection between partitions of $n$, and functions $\lambda:[n] \rightarrow \mathbb{Z}_{\geq 0}$ such that $\sum_{i=1}^{n} i \lambda(i)=n$.

Proof:
Map $\lambda$ to $\left(n^{\lambda(n)},(n-1)^{\lambda(n-1)}, \ldots, 2^{\lambda(2)}, 1^{\lambda(1)}\right)$.

## Corollary 6.33

The number of conjugacy classes in $S_{n}$ is $p(n)$.
where $p(n)=$ number of partitions of $n=e^{\pi \sqrt{2 n / 3}} \ll n!\approx n^{n} .\left|S_{n}\right|=n!$.
Proof:
$\lambda:[n] \rightarrow \mathbb{Z}_{\geq 0}$ is the cycle type of a permutation if and only if $\sum_{i} i \lambda(i)=n$.

### 6.6.1 Stabilizer of an element

Suppose $\sigma=(12 \cdots n) \in S_{n}$. Then what is $C_{S_{n}}(\sigma)=\left\{\pi \in S_{n}: \pi \sigma \pi^{-1}=\sigma\right\}$ ? If $\pi(1)=i$, then we must have $\pi(2)=i+1, \pi(3)=i+2$, etc. So $\pi$ is completely determined by $\pi(1)$.

What about $\sigma=(12)(34)$ ? Could have $\pi=e,(12),(34),(12)(34)$ or $\pi=(13)(24),\left(\begin{array}{ll}1 & 3\end{array} 24\right),\left(\begin{array}{ll}1 & 4\end{array} 23\right),(14)(23)$. i.e., we can switch cycles of the same length. In this case, $\pi$ is determined by $\pi(1)$ and $\pi(3)$.

## Proposition 6.34

Let $\sigma=\left(i_{11} \cdots i_{1 k_{1}}\right)\left(i_{21} \cdots i_{2 k_{2}}\right) \cdots\left(i_{m 1} \cdots i_{m k_{m}}\right)$ be a permutation of cycle type $\lambda$. If $\pi \in$ $C_{S_{n}}(\sigma)$, then $\pi$ is completely determined by $\pi\left(i_{11}\right), \pi\left(i_{21}\right), \ldots, \pi\left(i_{m 1}\right)$. Consequently,

$$
\left|C_{S_{n}}(\sigma)\right|=\prod_{i=1}^{n} i^{\lambda_{i}} \lambda_{i}!
$$

## Proof:

For the first part, use $\sigma(i)=j \Longrightarrow \pi \sigma \pi^{-1}(\sigma(i))=\pi(j)$.
Enumeration: note that $\pi\left(i_{a 1}\right)$ must go to a cycle of length $k=k_{a}$ so $\pi$ permutes the cycles of length $k$, leading to $\lambda_{k}$ ! choices.

Once we know what cycle $i_{a 1}$ is going to, there are $k$ choices for where in the cycle in can go.
$\lambda_{k}$ such choices gives a factor of $k^{\lambda_{k}}$.

## Corollary 6.35

If $\lambda:[n] \rightarrow \mathbb{Z}_{n \geq 0}$ with $\sum_{i} i \lambda(i)=n$, then

$$
|\operatorname{Conj}(\lambda)|=\frac{n!}{\prod_{i} i^{\lambda_{i} \lambda_{i}!}}
$$

Since the orbits partition $S_{n}$, we get the nice combinatorial identity

$$
n!=\sum_{\lambda} \frac{n!}{\prod_{i} i^{\lambda_{i}} \lambda_{i}!}
$$

where the sum is over functions $\lambda:[n] \rightarrow \mathbb{Z}_{\geq 0}$ with $\sum_{i} i \lambda(i)=n$. (If we want to, we can think of the sum as being over partitions.)

## 7

## Classification of groups

Classification problem here is to identify all groups up to isomorphism. Also, we can replace the groups here with any algebraic structure. In the next part of this course, we will do classification on rings. Classification is really one of the big questions in modern mathematics. By big questions, we mean where does the gravity come from in physics, or do we have free wills in philosophy. So we what we have so far is a group of orders strictly less then 10,

| Order | Known groups |
| :---: | :--- |
| 1 | Trivial group |
| 2 | $\mathbb{Z} / 2 \mathbb{Z}$ |
| 3 | $\mathbb{Z} / 3 \mathbb{Z}$ |
| 4 | $\mathbb{Z} / 4 \mathbb{Z},(\mathbb{Z} / 2 \mathbb{Z}) \times(\mathbb{Z} / 2 \mathbb{Z})$ |
| 5 | $\mathbb{Z} / 5 \mathbb{Z}$ |
| 6 | $\mathbb{Z} / 6 \mathbb{Z}, D_{6}=S_{3}$, ?? |
| 7 | $\mathbb{Z} / 7 \mathbb{Z}$ |
| 8 | $\mathbb{Z} / 8 \mathbb{Z}, D_{8}$, ?? |
| 9 | $\mathbb{Z} / 9 \mathbb{Z},(\mathbb{Z} / 3 \mathbb{Z}) \times(\mathbb{Z} / 3 \mathbb{Z})$ |

Table 7.1: Groups of small order
Recall we previously mentioned,

## Proposition 7.1

Suppose $p$ is prime, and $|G|=p^{2}$. Then either $G$ is cyclic, or $G \cong(\mathbb{Z} / p \mathbb{Z}) \times(\mathbb{Z} / p \mathbb{Z})$.

Proof:
Suppose $G$ is not cyclic. Choose $a \in G \backslash\{e\}$. Then $\langle a\rangle \neq G$, since $|a| \neq 1,|a| \mid p$, then $|a|=p$. We can find $b \in G \backslash\langle a\rangle$. We know $\langle a\rangle \neq G$ either, $|b|=p$ as well.

Let $H=\langle a\rangle, K=\langle b\rangle$. Since $H \cap K<K$, and $|H \cap K|||K|=p$, thus $| H \cap K \mid=1$, then $H \cap K=\{e\}$. So $|H K|=|H||K| /|H \cap K|=p^{2}$, which implies $H K=G$.

Also $[G: H]=[G: K]=p$, which is the smallest prime dividing $|G|$, which implies $H, K \unlhd G$. Therefore $G \cong H \times K \cong(\mathbb{Z} / p \mathbb{Z}) \times(\mathbb{Z} / p \mathbb{Z})$.

### 7.1 Groups of order $p q$

Lemma 7.2
Suppose $H, K \unlhd G$, where $\operatorname{gcd}(|H|,|K|)=1$, and $|H| \cdot|K|=|G|$. Then $G \cong H \times K$.

Proof:
Since $|H \cap K|$ divides both $|H|,|K|$, thus $|H \cap K|=1$, then $H \cap K=\{e\}$.
Also $|H K|=|H| \cdot|K| /|H \cap K|=|G| \Longrightarrow H K=G$. Use characterization of products, then $G \cong$ $H \times K$.

Suppose $|G|=p q, p<q$ distinct primes. What can we say about $G$ ?
Cauchy's theorem: $G$ has elements $a, b$ with $|a|=p,|b|=q$. Let $H=\langle a\rangle, K=\langle b\rangle$. Note $\operatorname{gcd}(|H|,|K|)=$ 1 , and $|H| \cdot|K|=|G|$. But we have to ask that are $H, K \unlhd G$ ?

We know $[G: K]=p$, the smallest prime dividing $|G|$, so $K \unlhd G$. Is $H \unlhd G$ ? Not necessarily.
We already got a counterexample: $G=D_{6}, H=\langle r\rangle, K=\langle s\rangle$.
Suppose $H, K \leq G, H K=G, H \cap K=\{e\}$, and $K \unlhd G$. Is it true that $G \cong H \times K$ ? No!
In our counterexample, that would make $D_{6} \cong H \times K \cong(\mathbb{Z} / 2 \mathbb{Z}) \times(\mathbb{Z} / 3 \mathbb{Z})$, which is abelian, but $D_{6}$ is nonabelian. It is not necessarily true that $G \cong H \times K$ if just one of the subgroup is normal.

However, there is a set bijection $H \times K \rightarrow G:(h, k) \mapsto h k$, and we can see $G \cong H \ltimes K$, the semidirect product of $H$ and $K$.

For $p=2, q=3$, it turns out $\mathbb{Z}_{2} \times \mathbb{Z}_{3}, \mathbb{Z}_{6}$, and $D_{6} \cong S_{3}$ are the only groups of order 6 .
Difficulty in analyzing $p q$ case: $H \leq G$ might not be normal. This concern is not present of $G$ is abelian. If $G$ is abelian, every subgroup is normal.

Our focus in this chapter will be finite abelian groups.
There are lots of other ways to approach the classification problem. Notice that for small orders, we are essentially describing groups as built out of other smaller groups. For example, for the group of order 6 , we have $\mathbb{Z} / 2 \mathbb{Z} \times \mathbb{Z} / 3 \mathbb{Z}$. $S_{3}$ is the semidirect product of $\mathbb{Z} / 2 \mathbb{Z}$ and $\mathbb{Z} / 3 \mathbb{Z}$.

When can a group be built out of smaller groups? This is covered in the Galois theory.
Group is simple if it contains no normal subgroups. Simple groups are the minimal building blocks for other groups in the sense they cannot be broken down any further.

Finally, by looking at the isomorphism problem for finitely-presented groups, we see that the classification problem for in finite groups cannot be solved.

### 7.2 Classification of finite abelian groups

Recall Lemma 7.2, how can we find subgroups of coprime order? Let's ask an easier question: how can find subgroups of order $m$ for some given $m$ inside the abelian group?

## Lemma $7 \cdot 3$

Suppose $G$ is an abelian group. Let $G^{(m)}=\left\{g \in G: g^{m}=e\right\}$. Then $G^{(m)} \leq G$ for all $m \geq 1$.

Proof:
Clearly $e \in G^{(m)}$ for all $m \geq 1$.
If $g, h \in G^{(m)}$, then $\left(g^{-1} h\right)^{m}=g^{-m} h^{m}=e$ since $G$ is abelian.
$G^{(m)}$ is the $m$-torsion subgroup.

## Proposition 7.4

Suppose $G$ is abelian and $|G|=m n$, where $\operatorname{gcd}(m, n)=1$. Then

- $\phi: G \rightarrow G^{(m)} \times G^{(n)}: g \mapsto\left(g^{n}, g^{m}\right)$ is an isomorphism.
- $\left|G^{(m)}\right|=m$ and $\left|G^{(n)}\right|=n$.


## Proof:

- If $g \in G$, then $g^{m n}=e$, so $g^{n} \in G^{(m)}$ and $g^{m} \in G^{(n)}$. Hence $\phi$ is well-defined.

Now find $a, b \in \mathbb{Z}$ such that $a n+b m=1$.
If $\phi(g)=e$, then $g^{n}=g^{m}=e \Longrightarrow g=g^{a n+b m=e}$, so $\phi$ is injective.
If $g \in G^{(m)}$ and $h \in G^{(n)}$, then $g^{a n}=g^{a n} g^{b m}=g^{a n+b m}=g$, and similarly $h^{b m}=h^{a n+b m}=h$, so $\phi\left(g^{a} h^{b}\right)=\left(g^{a n} h^{b n}, g^{a m} h^{b m}\right)=(g, h)$. Therefore, $\phi$ is surjective. Hence bijective. Now we want to show $\phi$ is a homomorphism:

$$
\phi(g h)=\left((g h)^{n},(g h)^{m}\right)=\left(g^{n} h^{n}, g^{m} h^{m}\right)=\left(g^{n}, g^{m}\right) \cdot\left(h^{n}, h^{m}\right)=\phi(g) \phi(h)
$$

as required.

- Since $G \cong G^{(m)} \times G^{(n)},\left|G^{(m)}\right| \cdot\left|G^{(n)}\right|=|G|$.

Suppose $|G|=p_{1}^{a_{1}} \cdots p_{k}^{a_{k}}$ is the prime factorization of $|G|$. Since $|G|=m n$ and $\operatorname{gcd}(m, n)=1$, we have

$$
m=p_{1}^{b_{1}} \cdots p_{k}^{b_{k}} \text { and } n=p_{1}^{c_{1}} \cdots p_{k}^{c_{k}}
$$

where for each $i, a_{i}=b_{i}+c_{i}$, and only one of $b_{i}, c_{i}$ is non-zero.
Suppose $b_{i}>0$. If $p_{i}| | G^{(n)} \mid$, then by Cauchy's theorem, $G^{(n)}$ has an element $a$ of order $p_{i}$. We also know that $p_{i} \mid m$, this means $a \in G^{(m)}$, then $\phi(a)=\left(a^{m}, a^{n}\right)=(e, e)=e_{G^{(m)} \times G^{(m)}}$. Thus $a \in \operatorname{ker} \phi$. Since $\phi$ is injective, thus $a=e$, contradicting to the fact that $a$ has order $p_{i}$. Thus $p_{i} \nmid\left|G^{(n)}\right|$.

We know that $p_{i}^{a_{i}}| | G\left|=\left|G^{(m)}\right| \cdot\right| G^{(n)} \mid$. Then we must have $p_{i}^{a_{i}}=p_{i}^{b_{i}}| | G^{(m)} \mid$.
Therefore, $m\left|\left|G^{(m)}\right|\right.$. Similarly, $\left.n\right|\left|G^{(n)}\right|$. So the only possibility is $\left|G^{(m)}\right|=m$ and $\left|G^{(n)}\right|=$ $n$.

## Example: $\mathbb{Z} / m n \mathbb{Z}$

Suppose $\operatorname{gcd}(m, n)=1$, and let $G=\mathbb{Z} / m n \mathbb{Z}$.
If $m[x]=0$ for $0 \leq x<m n$, then $m n|m x \Longleftrightarrow n| x$. So $G^{(m)}=\{[x] \in G: m[x]=0\}=n \mathbb{Z} / m n \mathbb{Z}$.
Since $\mathbb{Z} \rightarrow n \mathbb{Z}: x \mapsto n x$ is an isomorphism sending $m \mathbb{Z} \mapsto m n \mathbb{Z}, n \mathbb{Z} / m b \mathbb{Z} \cong \mathbb{Z} / m \mathbb{Z}$. Similarly $G^{(n)} \cong m \mathbb{Z} / m n \mathbb{Z} \cong \mathbb{Z} / n \mathbb{Z}$.

From Proposition $7 \cdot 4, \mathbb{Z} / m n \mathbb{Z} \cong(\mathbb{Z} / m \mathbb{Z}) \times(\mathbb{Z} / n \mathbb{Z})$.

## Remark:

This example shows that a cyclic group can actually be a product of two cyclic groups.
Do we really need the assumption that $\operatorname{gcd}(m, n)=1$ ? After all, we didn't use the assumption until the final step we apply the proposition. Actually, we do need $\operatorname{gcd}(m, n)=1$. When $\operatorname{gcd}(m, n)>1$, $G^{(m)}$ and $G^{(n)}$ intersect with each other, then $\phi$ here would not be injective, thus has a non-trivial kernel.

## Corollary 7.5

Let $G$ be a finite abelian group, and let $|G|=p_{1}^{a_{1}} \cdots p_{k}^{a_{k}}$, where $p_{1}, \ldots, p_{k}$ are distinct primes and $a_{i}>0$ for all $1 \leq i \leq k$. Then $G \cong G_{1} \times G_{2} \times \cdots \times G_{k}$, where $\left|G_{i}\right|=p_{i}^{a_{i}}$.

Proof:
Let $G_{1}=G\left(p_{1}^{a_{1}}\right)$ and take $r=p_{2}^{a_{2}} \cdots p_{k}^{a_{k}}$.
Since $p_{1}^{a_{1}}$ and $r$ are coprime and $p_{1}^{a_{1}} \cdot r=|G|$, Proposition 7.4 implies $G \cong G_{1} \times G^{(r)}$, and that $\left|G_{1}\right|=p_{1}^{a_{1}},\left|G^{(r)}\right|=r$.
We can continue to get $G^{(r)}=G_{2} \times \cdots \times G_{k}$ with $\left|G_{i}\right|=p_{i}^{a_{i}}$.

## Proposition 7.6

If $G$ is a finite abelian group, then $G \cong C_{a_{1}} \times C_{a_{2}} \times \cdots \times C_{a_{k}}$ for some sequence $a_{1}, \ldots, a_{k}$ where every $a_{i}$ is a prime power.

Recall $C_{n}$ is the multiplicative form of $\mathbb{Z} / n \mathbb{Z}$.
Proof:
By Corollary $7 \cdot 5$, can assume that $G$ is a $p$-group, i.e., $|G|=p^{n}$ for some $n$.
Proof by induction on $n$. For base case $n=0$, take $k=0$.
Choose an element $x \in G$ of maximal order, let $|x|=p^{r}$. Since $G$ is abelian, $N=\langle x\rangle \unlhd G$.
$|G / N|<|G|$, so by induction, $G / N=C_{b_{1}} \times \cdots \times C_{b_{\ell}}$ for some sequence $b_{1}, \ldots, b_{\ell}$ of prime powers. By Lagrange's theorem, $\left|C_{b_{i}}\right|||G / N|$ and $| G / N| ||G|$, then we must have $b_{i}=p^{s_{i}}$ for some $s_{i}$.
For each $1 \leq i \leq \ell$, let $\tilde{y}_{i}$ be the generator of $C_{b_{i}}$.
Let $y_{i} N \in G / N$ be the element of $G / N$ corresponding to $\left(e, \ldots, e, \tilde{y}_{i}, e, \ldots, e\right)$ (i.e., $\tilde{y}_{i}$ in the $i$-th position). The order of $y_{i} N$ in $G / N$ is the same as $\left(e, \ldots, e, \tilde{y}_{i}, e, \ldots, e\right)$ in the product, and the same as $\tilde{y}_{i}$ in $C_{b_{i}}$, which is $b_{i}=p^{s_{i}}$. However, $y_{i}$ in $G$ is the element we pick to represent class $y_{i} N$, thus we could possibly have larger order of $y_{i}$ in $G$.

Let $\left|y_{i}\right|=p^{t_{i}}$, and note that $r \geq t_{i} \geq s_{i}$ since the element $x$ is of maximal order $r$.
Since $y_{i} N$ has order $b_{i}$, then $y_{i}^{b_{i}} \in N$, so $y_{i}^{b_{i}}=x^{c_{i}}$. Since $b_{i}=p^{s_{i}}| | y_{i} \mid=p^{t_{i}}$, then $\left|y^{b_{i}}\right|=p^{t_{i}} / p^{s_{i}}=$ $p^{t_{i}-s_{i}}$. To have $x^{c_{i}}$ of the order $p^{t_{i}-s_{i}}$, we must have
$c_{i}=d_{i} p^{r-\left(t_{i}-s_{i}\right)}=d_{i} p^{r-t_{i}+s_{i}}$.
Let $z_{i}=y_{i} x^{-d_{i} p^{r-t_{i}}}$. Since $x^{-d_{i} p^{r-t_{i}}} \in N$, then $z_{i} \in y_{i} N$, then $z_{i} N=y_{i} N$. Now

$$
z_{i}^{b_{i}}=y_{i}^{b_{i}} x^{-d_{i} p^{r-t_{i}} \cdot p^{s_{i}}}=y_{i}^{b_{i}} x^{-d_{i} p^{r-t_{i}+s_{i}}}=x^{c_{i}} x^{-c_{i}}=e
$$

The quotient map sends $z_{i}$ to $y_{i} N$, thus $\left|z_{i}\right|$ can't be less than $b_{i}$. So $\left|z_{i}\right|=b_{i}$.
Let $H=\left\langle z-1, \ldots, z_{\ell}\right\rangle \leq G$, and suppose $w \in H \cap N$. Then $w=z_{1}^{n_{1}} \cdots z_{\ell}^{n_{\ell}}$ for some $0 \leq n_{1}<$
$b_{1}, \ldots, 0 \leq n_{\ell}<b_{\ell}$.
Let $q: G \rightarrow G / N$ be the quotient map. Then

$$
q(w)=q\left(z_{1}\right)^{n_{1}} \cdots q\left(z_{\ell}\right)^{n_{\ell}}=\left(z_{1} N\right)^{n_{1}} \cdots\left(z_{\ell} N\right)^{n_{\ell}}=\left(y_{1} N\right)^{n_{1}} \cdots\left(y_{\ell} N\right)^{n_{\ell}} \cong\left(\tilde{y}_{1}^{n_{1}}, \ldots, \tilde{y}_{\ell}^{n_{\ell}}\right)
$$

But since $w \in N, q(w)=e$, then we must have $n_{1}=n_{2}=\ldots=n_{\ell}=0$. Thus $w=e$, i.e., $H \cap N=\{e\}$.

Suppose $g \in G$. Then $g N \cong\left(\tilde{y}_{i}^{n_{1}}, \ldots, \tilde{y}_{\ell}^{n_{\ell}}\right)$ for some $n_{1}, \ldots, n_{\ell}$. Then
$g N=\left(z_{1} N\right)^{n_{1}} \cdots\left(z_{\ell} N\right)^{n_{\ell}}=\left(z_{1}^{n_{1}} \cdots z_{\ell}^{n_{\ell}}\right) N$. In particular $g \in H N$. Thus every element in $G$ is in $H N$, then $H N=G$.

Since $G$ is abelian, $H, N \unlhd G$. Then from the characterization of products, $G=N \times H$.
Now $N \cong C_{p^{r}}$, and $|H|<|G|$. By induction, $H$ is also a product of prime-power cyclic groups.
Remark:
We can show that $H$ is isomorphic to $G / N$, and in particular, it has the same factorizations into prime power cyclic groups.

## Theorem 7.7: Classification of finite abelian groups

If $G$ is a finite abelian group, then $G \cong C_{a_{1}} \times C_{a_{2}} \times \cdots \times C_{a_{k}}$, where $a_{1} \leq a_{2} \leq \ldots, a_{k}$ is a sequence of prime powers.

Furthermore, if $G \cong C_{b_{1}} \times C_{b_{2}} \times \cdots \times C_{b_{\ell}}$, where $b_{1} \leq b_{2} \leq \cdots \leq b_{\ell}$ is another sequence of prime powers, then $k=\ell$ and $a_{i}=b_{i}$ for all $1 \leq i \leq k$.

## Example:

$C_{2} \times C_{3} \cong C_{6}$, so the requirement that $a_{i}$ be a prime-power is necessary for uniqueness.
Proof:
We just need to prove uniqueness.
If $G \cong C_{b_{1}} \times \cdots \times C_{b_{\ell}}$, then $G^{(m)} \cong C_{b_{1}}^{(m)} \times \cdots \times C_{b_{\ell}}^{(m)}$.
If $p \neq q$ are distinct primes, then $C_{p^{r}}^{\left(q^{s}\right)}=\{e\}$. Otherwise $\left|C_{p^{r}}^{\left(p^{s}\right)}\right|=p^{\min (r, s)}$.
So

$$
\left|G^{\left(p^{r}\right)}\right|=\prod_{s \geq 1} \prod_{i: b_{i}=p^{s}}\left|C_{b_{i}}^{\left(p^{r}\right)}\right|=\prod_{s \geq 1} \prod_{i: b_{i}=p^{s}} p^{\min (r, s)}
$$

hence

$$
\left|G^{\left(p^{r}\right)}\right| /\left|G^{\left(p^{r-1}\right)}\right|=\prod_{s \geq r} \prod_{i: b_{i}=p^{s}} p
$$

So

$$
\log _{p}\left|G^{\left(p^{r}\right)}\right|-\log _{p}\left|G^{\left(p^{r-1}\right)}\right|=\mid\left\{i: b_{i}=p^{s} \text { for some } s \geq r\right\} \mid
$$

For every $r$ and $p$, we can recover $\ell$ and $b_{1}, \ldots, b_{\ell}$ from these numbers. Since the LHS doesn't depend on the choice of factorization at all, LHS is exactly the same number for both choices of factorization, then we can recover $\ell, k$ and $a_{i}, b_{i}$ for $1 \leq i \leq k$.

### 7.3 Simple Groups

Every group $G$ has at least two normal subgroups: $\{e\}$ and $G$.

## simple

A group $G$ is simple if it has no non-trivial proper normal subgroups.

As mentioned previously, simple groups can be thought as "building blocks" for other groups.
Example:
$\mathbb{Z} / p \mathbb{Z}$ is simple for all primes $p$.
$S_{n}$ is not simple for $n \geq 3$, since $A_{n} \unlhd S_{n}$.
Any $p$-group $G$ of size $>p$ is not simple, since $Z(G) \neq\{e\}$ is normal (or if $Z(G)=G$, then $G$ has a normal subgroup of order $p$ ).

We should see at least one example of a non-abelian simple group!

## Theorem 7.8

$A_{5}$ is simple.

To solve this, we'll find the conjugacy classes of $A_{5}$.
First recall that $A_{n}=\operatorname{ker}\left(\operatorname{sgn}: S_{n} \rightarrow \mathbb{R}^{\times}: \sigma \mapsto \operatorname{det}\left(P_{\sigma}\right)\right)$
If $\sigma=\left(\begin{array}{ll}1 & 2\end{array}\right)$, then $P_{\sigma}=\left(\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right)$, $\operatorname{so~} \operatorname{sgn}(\sigma)=\operatorname{det}\left(P_{\sigma}\right)=-1 \Longrightarrow \operatorname{sgn}(\sigma)=-1$. Also $\left[S_{n}: A_{n}\right]=2$.
And since $A_{n} \unlhd S_{n}$,

$$
\operatorname{Conj}_{S_{n}}(\sigma) \cap A_{n} \neq \varnothing \Longleftrightarrow \operatorname{Conj}_{S_{n}}(\sigma) \subseteq A_{n} \Longleftrightarrow \sigma \in A_{n}
$$

Which conjugacy classes of $A_{5}$ are contained in $A_{5}$ ?
Conj $_{S_{5}}(e):$ YES
$\operatorname{Conj}_{S_{5}}\left(\left(\begin{array}{ll}1 & 2)): \operatorname{sgn}((12))=-1 \text { so } \mathrm{NO}\end{array}\right.\right.$
$\operatorname{Conj}_{S_{5}}\left(\left(\begin{array}{ll}1 & 2)(34)): \operatorname{sgn}((12)(34))=\operatorname{sgn}((12)) \operatorname{sgn}\left(\left(\begin{array}{ll}3 & 4\end{array}\right)\right)=1 \text { so YES }\end{array}\right.\right.$
$\operatorname{Conj}_{S_{5}}\left(\left(\begin{array}{lll}1 & 2 & 3\end{array}\right)\right):\left(\begin{array}{lll}1 & 2 & 3\end{array}\right)=\left(\begin{array}{ll}1 & 2\end{array}\right)\left(\begin{array}{ll}2 & 3\end{array}\right)$ so YES
$\left.\operatorname{Conj}_{S_{5}}\left(\begin{array}{lll}1 & 2 & 3\end{array}\right)(45)\right): \mathrm{NO}$
$\left.\operatorname{Conj}_{S_{5}}\left(\begin{array}{llll}1 & 2 & 3 & 4\end{array}\right)\right):\left(\begin{array}{llll}1 & 2 & 3 & 4\end{array}\right)=\left(\begin{array}{ll}1 & 2\end{array}\right)\left(\begin{array}{ll}2 & 3\end{array}\right)\left(\begin{array}{ll}3 & 4\end{array}\right)$ so NO
$\operatorname{Conj}_{S_{5}}\left(\left(\begin{array}{llll}1 & 2 & 3 & 4\end{array}\right)\right)=(12)(23)(34)(45)$ so YES
Just because $\operatorname{Conj}_{S_{5}}(\sigma) \subseteq A_{n}$ doesn't necessarily mean that $\operatorname{Conj}_{S_{5}}(\sigma)=\operatorname{Conj}_{A_{5}}(\sigma)$.

## Proposition 7.9

Suppose $\sigma \in A_{n}$.
(a) If $C_{S_{n}}(\sigma) \nsubseteq A_{n}$, then $\operatorname{Conj}_{S_{n}}(\sigma)$.
(b) If $C_{S_{n}}(\sigma) \subseteq A_{n}$, then there is $\sigma^{\prime} \in \operatorname{Conj}_{S_{n}}(\sigma)$ such that $\operatorname{Conj}_{S_{n}}(\sigma)=\operatorname{Conj}_{A_{n}}(\sigma) \cup \operatorname{Conj}_{A_{n}}\left(\sigma^{\prime}\right)$.

Proof:
By second isomorphism theorem, $C_{S_{n}}(\sigma) \cap A_{n} \unlhd A_{n}, A_{n} \unlhd C_{S_{n}}(\sigma) A_{n}$ and $C_{S_{n}}(\sigma) / C_{S_{n}}(\sigma) \cap A_{n} \cong C_{S_{n}}(\sigma) A_{n} / A_{n}$.
$C_{A_{n}}(\sigma)=C_{S_{n}}(\sigma) \cap A_{n}$ so

$$
\left|C_{S_{n}}(\sigma)\right| /\left|C_{A_{n}}(\sigma)\right|=\left[C_{S_{n}}(\sigma) A_{n}: A_{n}\right] \Longrightarrow\left|C_{A_{n}}(\sigma)\right|=\left|C_{S_{n}}(\sigma)\right| /\left[C_{S_{n}}(\sigma) A_{n}: A_{n}\right]
$$

Since $\left[S_{n}: A_{n}\right]=2$, if $C_{S_{n}}(\sigma) \nsubseteq A_{n}$ then $C_{S_{n}}(\sigma) A_{n}=S_{n} \Longrightarrow\left|C_{A_{n}}(\sigma)\right|=\left|C_{A_{n}}(\sigma)\right| / 2$ so

$$
\begin{gathered}
\left|\operatorname{Conj}_{A_{n}}(\sigma)\right|=\left|A_{n}\right| /\left|C_{A_{n}}(\sigma)\right|=\left(\left|S_{n}\right| / 2\right) /\left(\mid C_{S_{n}}(\sigma) / 2\right)=\left|\operatorname{Conj}_{S_{n}}(\sigma)\right| \\
\Longrightarrow \operatorname{Conj}_{A_{n}}(\sigma)=\operatorname{Conj}_{S_{n}}(\sigma)
\end{gathered}
$$

If $C_{S_{n}}(\sigma) \subseteq A_{n}$, then $C_{S_{n}}(\sigma) A_{n}=A_{n} \Longrightarrow\left|C_{A_{n}}(\sigma)\right|=\left|C_{S_{n}}(\sigma)\right|$. So

$$
\operatorname{Conj}_{A_{n}}(\sigma)=\left|A_{n}\right| /\left|C_{A_{n}}(\sigma)\right|=\left(\left|S_{n}\right| / 2\right) /\left|C_{S_{n}}(\sigma)\right|=\left|\operatorname{Conj}_{S_{n}}(\sigma)\right| / 2
$$

Choose $\sigma^{\prime} \in \operatorname{Conj}_{S_{n}}(\sigma) \backslash \operatorname{Conj}_{A_{n}}(\sigma)$.
We've shown $\mid \operatorname{Conj}_{A_{5}}\left(\sigma^{\prime}\right)$ is either $\left|\operatorname{Conj}_{S_{n}}(\sigma)\right|$ or $\left|\operatorname{Conj}_{S_{n}}(\sigma)\right| / 2$. Since $\operatorname{Conj}_{A_{5}}\left(\sigma^{\prime}\right) \neq \operatorname{Conj}_{S_{n}}\left(\sigma^{\prime}\right)$, must be the second one.

Conjugacy classes disjoint: $\operatorname{Conj}_{S_{n}}(\sigma)=\operatorname{Conj}_{A_{5}}(\sigma) \cup \operatorname{Conj}_{S_{5}}\left(\sigma^{\prime}\right)$.
$\operatorname{Conj}_{A_{5}}(e)=\operatorname{Conj}_{S_{n}}(e)=\{e\}:$ size 1.
$\underline{C_{S_{n}}((12)(34)):(12) \in C_{S_{n}}((12)(34)) \text { and }(12) \notin A_{5}, ~}$
so $\left.\operatorname{Conj}_{A_{5}}((12)(34))=\operatorname{Conj}_{S_{5}}\binom{1}{2}(34)\right)$.
Cycle type has $\lambda_{1}=1, \lambda_{2}=2$ so $\left|\operatorname{Conj}_{S_{n}}((12)(34))\right|=120 /\left(2^{2} \cdot 2!\right)=15$.
$C_{S_{n}}\left(\begin{array}{lll}1 & 2 & 3\end{array}\right):\left(\begin{array}{ll}4 & 5\end{array}\right) \in C_{S_{n}}\left(\left(\begin{array}{lll}1 & 2 & 3\end{array}\right)\right)$ so $\left.\operatorname{Conj}_{A_{5}}\left(\left(\begin{array}{lll}1 & 2 & 3\end{array}\right)\right)=\operatorname{Conj}_{S_{r}}\left(\begin{array}{lll}1 & 2 & 3\end{array}\right)\right)$
$\overline{\text { Cycle type }}$ is $\lambda_{1}=2, \lambda_{3}=1$, so $\left.\left\lvert\, \operatorname{Conj}_{S_{5}}\left(\begin{array}{lll}1 & 2 & 3\end{array}\right)\right.\right) \mid=120 / 6=20$
$C_{S_{n}}((12345)):$ Cycle type is $\lambda_{5}=1$ so $\left|C_{S_{n}}\left(\left(\begin{array}{llll}1 & 2 & 3 & 4\end{array}\right)\right)\right|=5$
$\Longrightarrow C\left(S_{n}\right)\left(\left(\begin{array}{llll}1 & 2 & 3 & 4\end{array}\right)\right)=\left\langle\left(\begin{array}{lll}1 & 2 & 3\end{array} 45\right)\right\rangle \subseteq A_{5}$. Splits into two conjugacy classes of size 120/5$\cdot 2=12$
Now we prove $A_{5}$ is simple.
Proof:
The order of $A_{5}$ is $120 / 2=60$.
The conjugacy classes of $A_{5}$ have sizes $1,15,20,12,12$ /
If $H \unlhd A_{5}$, then $H$ must be a union of conjugacy classes $\operatorname{Conj}_{A_{5}}(\sigma)$. Mandatory that $H$ contain $\{e\}$.
Since $|H|=1+$ some sum of $15,20,12$, and 12. Only numbers of this form dividing 60 are 1 and 60 itself. Thus no $H$ must be trivial or equal to $A_{5}$.

### 7.4 Semidirect products

## automorphism

An automorphism of a group $G$ is an isomorphism $\phi: G \rightarrow G$. The set of automorphisms $G \rightarrow G$ is denoted by $\operatorname{Aut}(G)$.

Example:
If $g \in G$, then $C_{g}: G \rightarrow G: h \mapsto g h g^{-1}$ is a homomorphism. $C_{g^{-1}}$ is an inverse to $C_{g}$, so $C_{g}$ is an isomorphism for all $g \in G$.
If $G$ is an abelian group, then $G \rightarrow G: g \mapsto g^{-1}$ is an automorphism.

## Lemma 7.10

$\operatorname{Aut}(G)$ is a group under composition.

## semidirect product

Let $G$ and $H$ be groups, and let $\phi: G \rightarrow \operatorname{Aut}(H)$ be a homomorphism. The semidirect product of $G$ and $H$ is the set $G \times H$, with binary operation

$$
\left(g_{1}, h_{1}\right) \cdot\left(g_{2}, h_{2}\right)=\left(g_{1} g_{2}, \phi\left(g_{1}\right)\left(h_{1}\right) h_{2}\right)
$$

The semidirect product is denoted by $G \ltimes H$ or $G \ltimes_{\phi} H$.

The idea behind this definition is that

$$
(g, e)(e, h)\left(g^{-1}, e\right)=(e, \phi(g)(h))
$$

i.e., conjugating by $g \in G$ is the automorphism $\phi(g)$ of $H$.

## Proposition 7.11

$G \ltimes H$ is a group. Furthermore

- $G \times\{e\}$ is a subgroup of $G \ltimes H$.
- $\{e\} \times H$ is a normal subgroup of $G \ltimes H$.


## Theorem 7.12

Suppose $G$ is a group, and $H, N$ are subgroups of $G$ such that

- $N \unlhd G$,
- $H \cap N=\{e\}$, and
- $H N=G$.

Then $\phi: H \rightarrow \operatorname{Aut}(N): h \mapsto C_{h}$ is a homomorphism, and $G \cong H \ltimes_{\phi} N$.
$C_{h}$ refers to the conjugation automorphism of $h$ on $G$. Since $N$ is normal, $C_{g}$ defines an automorphism of $N$ for all $g \in G$.

### 7.5 Free Groups

How can we get more groups? Like the dihedral group $D_{2 n}$, where we have generators $s$ and $r$ and relations $r^{2}=e, s^{n}=e$, and $r s=s^{-1} r$ determining the group.

Maybe we could just write down some generators (e.g., $x_{1}, x_{2}, s, t$ ) and some relations on them (e.g., $\left.s t=x_{1} x_{2} x_{1}^{-1}, s^{2}=e\right)$ and just work with them as a group?

We could even have some special notations like $\left\langle x_{1}, x_{2}, s, t: s t=x_{1} x_{2} x_{1}^{-1}, s^{2}=e\right\rangle$ for this group.
Is this possible?
What would this look like if we didn't put any relations down? Let's say that our generators are $S=\left\{x_{1}, x_{2}, \ldots\right\}$. What would the group elements look like? We'd want to include things like $e, x_{1}, x_{1}^{-1}, \ldots, x_{1} x_{2}^{2} x_{1}^{-3} x_{3}^{-2} x_{2}^{4}, \ldots$. Multiplication should be easy: $\left(x_{1} x_{2}^{4} x_{1}\right)\left(x_{2} x_{3} x_{1}\right)=x_{1} x_{2}^{4} x_{1} x_{2} x_{3} x_{1}$.

## word

A (group) word over a set $S$ is a formal expression of the form $s_{1}^{a_{1}} s_{2}^{a_{2}} \cdots s_{k}^{a_{k}}$ where $k \geq 0, s_{1}, \ldots, s_{k}$ is a sequence in $S$ (repetitions allowed) and $a_{1}, \ldots, a_{k} \in \mathbb{Z}$. When $k=0$, get empty word $\epsilon$ (also denoted by $e$ ). The concatenation of two words $w_{1}=s_{1}^{a_{1}} \cdots s_{k}^{a_{k}}$ and $w_{2}=t_{1}^{b_{1}} \cdots t_{\ell}^{b_{\ell}}$ is

$$
w_{1} w_{2}=s_{1}^{a_{1}} \cdots s_{k}^{a_{k}} t_{1}^{b_{1}} \cdots t_{\ell}^{b_{\ell}}
$$

A word like $x_{1} x_{2}^{2} x_{2}^{-3} x_{3}$ should be included, but should be equal to $x_{1} x_{2}^{-1} x_{3}$.

## reduced

A word $s_{1}^{a_{1}} \cdots s_{k}^{a_{k}}$ is reduced if $s_{i} \neq s_{i+1}$ for all $1 \leq i \leq k-1$, and $a_{i} \neq 0$ for all $1 \leq i \leq n$.

## equivalent

Two words $w_{1}$ and $w_{2}$ are equivalent if $w_{1}$ can be changed to $w_{2}$ by inserting or deleting $s^{0}$, replacing $s^{a+b}$ with $s^{a} s^{b}$ for $a, b \in \mathbb{Z}$, or replacing $s^{a} s^{b}$ with $s^{a+b}$ for $a, b \in \mathbb{Z}$.

## Lemma 7. 13

Every word is equivalent to a unique reduced word.

## Example:

$x_{1} x_{2} x_{2}^{-1} x_{1}^{-1} x_{1}$ is equivalent to $x_{1}$.

## free group

Let $S$ be a set. The free group $\mathcal{F}(S)$ generated by $S$ is the set of reduced words over $S$, with group operation $w_{1} \cdot w_{2}=r$, where $r$ is the reduced word equivalent to the concatenation $w_{1} w_{2}$.

## Lemma 7.14

$\mathcal{F}(S)$ is a group, with identity $\epsilon$.

Example:
The inverse of $x_{1} x_{2}^{2} x_{1}^{7} x_{3}^{-4}$ would be $x_{3}^{4} x_{1}^{-7} x_{2}^{-2} x_{1}^{-1}$.
Nice property: easy to describle homomorphisms $\mathcal{F}(S) \rightarrow G$.

## Proposition 7.15: Universal property of free groups

If $\phi: S \rightarrow G$ is a function, then there is a unique group homomorphisms $\tilde{\phi}: \mathcal{F}(S) \rightarrow G$ with $\tilde{\phi}(s)=\phi(s)$ for all $s \in S$.

## Proof:

If $w=s_{1}^{a_{1}} \cdots s_{k}^{a_{k}}$, define $\tilde{\phi}(w)=\phi\left(s_{1}\right)^{a_{1}} \cdots \phi\left(s_{k}\right)^{a_{k}}$. It's not hard to see this is a group homomorphism. Clearly this is the only morphism with $\tilde{\phi}(s)=\phi(s)$ for all $s \in S$.

## Example

Let $A, B \in \mathrm{GL}_{n} \mathbb{K}$. Then there is a homomorphism $\mathcal{F}(\{a, b\}) \rightarrow \mathrm{GL}_{n} \mathbb{K}$ sending $a \mapsto A$ and $b \mapsto B$. This homomorphism sends $a b a^{-1} \mapsto A B A^{-1}$, etc.

### 7.6 Group presentations

## normal subgroup generated by $S$

Let $G$ be a group, and let $S \subseteq G$. Then normal subgroup generated by $S$ is the intersection

$$
\bigcap_{S \subseteq N \unlhd G} N
$$

If $K$ is the normal subgroup generated by $S$, then $K \unlhd G$.

## group presentation

Let $S$ be a set, and let $R \subseteq \mathcal{F}(S)$. The group presentation $\langle S: R\rangle$ denotes the group $\mathcal{F}(S) / K$, where $K$ is the normal subgroup of $\mathcal{F}(S)$ generated by $R$.

Idea: pick generators, then pick elements of $\mathcal{F}(S)$ to set to zero.
Example:
$G=\left\langle x, y: x y x^{-1} y^{-2}\right\rangle$.
This group is $\mathcal{F}(\{x, y\}) / K$, where $K$ is normal subgroup generated by $x y x^{-1} y^{-2}$. Since $x y x^{-1} y^{-2} \in$ $K,\left[x y x^{-1} y^{-2}\right]=e$ in $G$. This means that $[x][y][x]^{-1}=[y]^{2}$ in $G$.

We use the following conventions for group presentations:

- If $S_{1}, \ldots, s_{k} \in S, s_{1}, \ldots, a_{k} \in \mathbb{Z}$, then $\left[s_{1}\right]^{a_{1}}\left[s_{2}\right]^{a_{2}} \ldots\left[s_{k}\right]^{a_{k}} \in\langle S: R\rangle$ is just denoted by $s_{1}^{a_{1}} \cdots s_{k}^{a_{k}}$. (In the previous example, we'd just say $x y x^{-1}=y^{2} \in G$.)
- We can write $w_{1}=w_{2}$ instead of $w_{1} w_{2}^{-1}$, for instance. We can also drop the curly braces on sets.

For instance, $\left\langle s, r: s^{n}=r^{2}=e, r s=s^{-1} r\right\rangle$ means $\left\langle\{s, r\}:\left\{s^{n} r^{2}, r s r^{-1} s\right\}\right\rangle$.

- If $G \cong\langle S: R\rangle$, then $\langle S: R\rangle$ is called a presentation of $G$. Presentations are not unique.

The sets $S$ and $R$ don't have to be finite, so every group $G$ has a representation

$$
\left\langle\underline{g}, g \in G: \underline{g} \cdot \underline{h}=\underline{g h}, \underline{e_{G}}=\epsilon\right\rangle
$$

## finite presentable

A presentation $\langle S: R\rangle$ is finite if both $S$ and $R$ are finite sets. A group $G$ is finite presentable if $G \cong\langle S: R\rangle$ for some finite presentation $\langle S: R\rangle$.

For example, $D_{2 n}$ is finitely presentable: $D_{2 n} \cong\left\langle r, s: s^{n}=e, r^{2}=e, r s=s^{-1} r\right\rangle$. Actually, all finite groups are finitely presentable.

## Theorem 7.16: Universal property of finitely presented groups

Let $G=\langle S: R\rangle$ and let $H$ be a group. If $\phi: S \rightarrow H$ is a function such that $\phi\left(s_{1}\right)^{a_{1}} \cdots \phi\left(s_{k}\right)^{a_{k}}=e$ for all $s_{1}^{a_{1}} \cdots s_{k}^{a_{k}} \in R$, then there is a unique homomorphism $\tilde{\phi}: G \rightarrow H$ such that $\tilde{\phi}(s)=\phi(s)$ for all $s \in S$.

## Proof:

Let $\psi: \mathcal{F}(S) \rightarrow H$ be the morphism with $\psi(s)=\phi(s)$ for all $s \in S$. Let $K$ be normal subgroup generated by $R$ in $\mathcal{F}(S)$.

If $r=s_{1}^{a_{1}} \cdots s_{k}^{a_{k}} \in R$, then $\psi(r)=\phi\left(s_{1}\right)^{a_{1}} \cdots \phi\left(s_{k}\right)^{a_{k}}=e$, so

$$
r \in \operatorname{ker} \psi \Longrightarrow R \subseteq \operatorname{ker} \phi \Longrightarrow K \subseteq \operatorname{ker} \phi
$$

Let $q: \mathcal{F}(S) \rightarrow \mathcal{F}(S) / K$ be quotient map. By universal property of quotients, there is $\tilde{\phi}$ : $\mathcal{F}(S) / K \rightarrow H$ with $\psi=\tilde{\phi} \circ q$. But then $\tilde{\phi}(s)=\tilde{\phi}([s])=\psi(s)=\phi(s)$.

Why are finitely presented groups important?
Consider the following problem: given $S, R \subseteq \mathcal{F}(S)$, and $w \in \mathcal{F}(S)$, determine if $[w]=e$ in $\langle S: R\rangle$.
Often we fix $S$ and $R$, in which case this is called the word problem for $\langle S: R\rangle$.

## Theorem 7.17

There is a finite presentation $\langle S: R\rangle$ for which the word problem is undecidable.

## Remark:

It's beyond the scope of the course to define undecidable, but see a course on computability.
Another problem: given finite $S$ and $R \subseteq \mathcal{F}(S)$, determine if $\langle S: R\rangle$ is the trivial group.
This is a special case of the isomorphism problem: given finite $S_{1}, S_{2}$ and $R_{1} \subseteq \mathcal{F}\left(S_{1}\right)$ and $R_{2} \subseteq \mathcal{F}\left(S_{2}\right)$, determine if $\left\langle S_{1}: R_{1}\right\rangle$ and $\left\langle S_{2}: R_{2}\right\rangle$ are isomorphic.

## Theorem 7.18

The problem of determining whether $\langle S: R\rangle$ is trivial for finite $S$ and $R$ is undecidable.

The message is that many natural problems for groups cannot be solved in general.


## Part II:

## Ring Theory

The theory of groups is concerned with general properties of certain objects having an algebraic structure defined by a single binary operation. The study of rings is concerned with objects possessing two binary operations (called addition and multiplication) related by the distributive laws.
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## Introduction to Rings

### 8.1 An intro

As we learn about mathematics, we learn about different notions of numbers:

$$
\mathbb{Z} \rightarrow \mathbb{Q} \rightarrow \mathbb{R} \rightarrow \text { Functions } \rightarrow \text { Polynomials } \rightarrow \mathbb{C} \rightarrow M_{n} \mathbb{R} \rightarrow \mathbb{Z} / n \mathbb{Z}
$$

All of these sets have two operations: addition + and multiplication $\cdot$.
Rings are abstract structure designed to capture what all these examples have in common.

## ring

A ring is defined to be a tuple $(R,+, \cdot)$ where
(a) $(R,+)$ is an abelian group, and
(b) $\cdot$ is an associative binary operation on $R$ such that

$$
(a+b) \cdot c=a \cdot c+b \cdot c \text { and } a \cdot(b+c)=a \cdot b+a \cdot c
$$

This last condition is called the distributive property.
The operation + is called addition, and $\cdot$ is called multiplication.

## commutative ring

A ring is commutative if $\cdot$ is commutative, i.e., if $a \cdot b=b \cdot a$ for all $a, b \in R$.

Example:
$\mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C}$ are all commutative rings.
$(\mathbb{N},+, \cdot)$ is not a ring, since $(\mathbb{N},+)$ is not a group.
$\mathbb{Z} / n \mathbb{Z}$ is a commutative ring.
If $R$ is a ring, and $X$ is a set, then $\operatorname{Fun}(X, R)$ is a ring with pointwise multiplication and addition.
If $R$ is a (commutative) ring, then polynomials $R[x]$ with coefficients in $R$ is a (commutative) ring.

If $R$ is a ring, and $n \geq 1$, then the set of $n \times n$ matrices $M_{n} R$ with coefficients in $R$ is a ring under the usual matrix operations.

If $\circ: M_{n} \mathbb{C} \times M_{n} \mathbb{C} \rightarrow M_{n} \mathbb{C}:(A, B) \rightarrow \frac{A B+B A}{2}$ then $\left(M_{n} \mathbb{C},+, \circ\right)$ is not ring, since $\circ$ is not associative.
As with groups, we usually refer to a ring $(R,+, \cdot)$ as $R$ when the operations are clear.
We always use additive notation for the group $(R,+)$, and almost always use + for the symbol. (Sometimes $\oplus$ is used, for instance for $\mathbb{Z} / 2 \mathbb{Z}$. XOR in computer science.)

In particular, denote identity of $(R,+)$ by o and inverse of $x \in R$ with respect to + by $-x$.
Some variation in notation is permitted for multiplication (you might see $\cdot$ or $\times$ or $\otimes$ or $\boxtimes$, etc)
But typically just denote multiplication of $a$ and $b$ by $a b$.

## Proposition 8.1

If $R$ is a ring, then
(a) $0 \cdot a=a \cdot 0=0$ for all $a \in R$.
(b) $(-a) \cdot b=a \cdot(-b)=-(a \cdot b)$ for all $a, b \in R$
(c) $(-a) \cdot(-b)=a \cdot b$ for all $a, b \in R$.

## Proof:

(a) $0 \cdot a=(0+0) \cdot a=0 \cdot a+0 \cdot a \Longrightarrow 0 \cdot a=0$. Similarly, $a \cdot 0$.
(b) $0=0 \cdot b=(a+(-a)) \cdot b=a \cdot b+(-a) \cdot b \quad \Longrightarrow \quad(-a) \cdot b=-a(\cdot b)$. Similarly, $a \cdot(-b)=$ $-(a \cdot b)$.
(c) $(-a) \cdot(-b)=-(a \cdot(-b))=-(-(a \cdot b))=a \cdot b$.

Recall that an identity for a binary operation $\cdot$ on a set $R$ is an element 1 such that $1 \cdot x=x \cdot 1=x$ for all $x \in R$. Also, if an identity exists, it is unique.

## ring with identity

A ring with identity is a ring $(R,+, \cdot)$ where $\cdot$ has an identity.

## Note:

In this course, ring means ring with identity unless otherwise noted.
This assumption is common outside this course as well. If a ring doesn't have an identity, we can call it a ring without an identity, or a ring not necessarily having an identity.

The term rng is sometimes used for rings without identity, since it's a ring without an $i$.
Fitting our assumption, all the examples of rings mentioned so far are rings with identities.
For $\operatorname{Fun}(X, R), R[x], M_{n} R$ need to assume that $R$ has an identity.
Notation: Use 1 to denote identity in ring $R$.
When we talk about subrings, we'll give some examples of rings without identity.

## Proposition 8.2

If $R$ is a ring (with identity), then $-a=(-1) \cdot a$ for all $a \in R$.

Proof:
$0=0 \cdot a=(1+(-1)) \cdot a=1 \cdot a+(-1) \cdot a=a+(-1) \cdot a$

### 8.2 Fields and units

## unit

Let $R$ be a ring. An element $x \in R$ is called a unit if $x$ has an inverse with respect to multiplication - (i.e., if there is $y \in R$ such that $x y=y x=1$ )

The set of units in $R$ is denoted by $R^{\times}$.

If $x$ is a unit, then the inverse of $x$ is unique, and is denoted by $x^{-1}$.
We know that the set of units $R^{\times}$forms a group under multiplication, and thus is called the group of units of $R$.

$$
\begin{aligned}
& \text { Example: } \\
& \mathbb{Z}^{\times}=\{ \pm 1\} \cong \mathbb{Z} / 2 \mathbb{Z} \\
& \mathbb{Q}^{\times}=\{x \in \mathbb{Q}: x \neq 0\}
\end{aligned}
$$

The smallest possible ring is $R=\{0\}$, with multiplication $0 \cdot 0=0$. This is a ring with identity $1=0$. This ring is called the trivial ring or zero ring.

Unlike the trivial group, which is crucial in group theory, the trivial ring is often an annoyance, since there's a special property that holds only for the trivial ring:

## Lemma 8.3

Let $R$ be a ring. Then $1=0$ if and only if $R$ is trivial.

Proof:
If $1=0$, then $x=1 \cdot x=0 \cdot x=0$ for all $x \in R$.
If $R$ is a ring with $1 \neq 0$, then $0 \cdot y=0 \neq 1$ for all $y \in R \Longrightarrow 0 \notin R^{\times}$.

## division ring

A division ring is ring $R$ with $1 \neq 0$, such that $R^{\times}=R \backslash\{0\}$.

## field

A field is a commutative division ring.
$\mathbb{Q}, \mathbb{R}, \mathbb{C}$ are all fields. Recall: if $\alpha=a+b i \in \mathbb{C}$, then $\alpha \bar{\alpha}=|\alpha|^{2}=a^{2}+b^{2}$, and $|\alpha|=0$ if and only if $\alpha=0$, so if $\alpha \neq 0$, then $\alpha^{-1}=\bar{\alpha} /|\alpha|^{2}$.

## Example: $\mathbb{Z} / n \mathbb{Z}$

We're used to working with $\mathbb{Z} / n \mathbb{Z}$ as a group under + . It also has a multiplication $[x] \cdot[y]=[x y]$. With this multiplication, $\mathbb{Z} / n \mathbb{Z}$ is a ring.

## Lemma 8.4

$[x]$ is a unit in $\mathbb{Z} / n \mathbb{Z}$ if and only if $\operatorname{gcd}(x, n)=1$.

```
Proof:
If gcd}(x,n)=1, then ax+bn=1 for some a,b\in\mathbb{Z}\mathrm{ . Since }n|ax-1,[ax]=1 in \mathbb{Z}/n\mathbb{Z}\mathrm{ .
Conversely, if [ax]=1, then }ax-1=bn\mathrm{ for some }b\in\mathbb{Z}\mathrm{ implies }\operatorname{gcd}(x,n)=1
```


## Corollary 8.5

$\mathbb{Z} / n \mathbb{Z}$ is a field if and only if $n$ is prime.

In particular, there are fields $\mathbb{K}$ where $\mathbb{K}$ is finite.

## Theorem 8.6: Wedderburn

Any finite division ring is a field.

## ring of quaternions

The ring of quaternions is the ring $Q=\left(\mathbb{R}^{4},+, \cdot\right)$, where + is vector addition, and for $\cdot$ we denote the standard basis vectors by $1, i, j$ and $k$, and set $i^{2}=j^{2}=k^{2}=-1$, and $i j k=-1$.

In this ring, we have $i j=k$ and $j k=i \Rightarrow j i=-k$, so $Q$ is non-commutative. $Q$ is an example of a non-commutative division ring.

## Note:

Rings with identity are also called unital rings.
Rings without identity can be called non-unital rings.
This term is a little more compact than "ring with identity" and works a lot better when we start talking about subrings and homomorphisms.

Later in this course, rings will mean unital rings by default. Textbook uses the opposite: by default rings will mean non-unital rings.

### 8.3 Subrings

## subring

Let $R$ be a ring. $A$ subset $S \subseteq R$ is a subring if
(a) $S$ is a subgroup of $(R,+)$,
(b) if $a, b \in S$, then $a b \in S$, and
(c) $1 \in S$.

## Lemma 8.7

If $S$ is a subring of $(R,+, \cdot)$, then $(S,+, \cdot)$ is a ring.

Example: Subrings
$\mathbb{Z}$ is a subring of $\mathbb{Q}$, which is a subring of $\mathbb{R}$, which is a subring of $\mathbb{C}$, which is a subring of the quaternions $Q$.

The ring $\mathbb{R}[x]$ of polynomial functions with coefficients in $\mathbb{R}$ is a subring of $\operatorname{Fun}(\mathbb{R}, \mathbb{R})$.
$M_{n} \mathbb{Z}$ is a subring of $M_{n} \mathbb{R}$.
Example: Not subrings
$Q^{\times}$is not a subring of $Q$.
$\operatorname{span}\{1, x\}$ is not a subring of $\mathbb{R}[x]$, since it is not closed under multiplication.
$2 \mathbb{Z}$ is not a subring of $\mathbb{Z}$ since $1 \notin \mathbb{Z}$.
$\{0\}$ is not a subring of any non-trivial ring $R$. (a) and (b) are satisfied. (c) is not satisfied since $\{0\}$ doesn't contain the identity of $R$.

If we work with non-unital rings, then we might not care that subrings contain the identity.

## Alternative for non-unital rings

Let $R$ be a non-necessarily-unital ring. A subset $S \subseteq R$ is a subring if
(a) $S$ is a subgroup of $(R,+)$, and
(b) if $a, b \in S$, then $a b \in S$.

If, in addition, $R$ is a unital ring, and
(c) $1 \in S$,
then $S$ is said to be a unital subring.

In this course, ring $=$ unital ring and subring $=$ unital subring. We'll call sets satisfying (a) and (b) "non-unital subrings".

One reason for interest in non-unital subrings is that many unital rings have interesting non-unital subrings:

## Example: Real polynomials

Let $R=\mathbb{R}[x]$, the ring of polynomials with coefficients in $\mathbb{R}$.
Let $x \mathbb{R}[x]=\{f \in \mathbb{R}[x]:$ constant term of $f=0\}$. Alternatively, $f \in x \mathbb{R}[x]$ if and only if $f(0)=0$.
If $f, g \in x \mathbb{R}[x]$, then $f-g=x \in \mathbb{R}[x]$, so $x \mathbb{R}[x]$ is subgroup of $\mathbb{R}[x]$. And $f \cdot g \in x \mathbb{R}[x]$ since $(f g)(0)=f(0) g(0)=0$. But $1 \notin x \mathbb{R}[x]$, so $x \mathbb{R}[x]$ is non-unital subring.

Exercise: check that $(x \mathbb{R}[x],+, \cdot)$ is a non-unital ring where it doesn't have an identity element at all.

Example: $\operatorname{Fun}(\mathbb{R}, \mathbb{R})$
Let $R=\operatorname{Fun}(\mathbb{R}, \mathbb{R})$.
A function $f: \mathbb{R} \rightarrow \mathbb{R}$ is compactly supported if there is some interval $[a, b]$ with $a<b \in \mathbb{R}$ such
that $f(x)=0$ for all $x \notin[a, b]$.
o is compactly supported. Suppose $f, g: \mathbb{R} \rightarrow \mathbb{R}$ are compactly supported. Can choose $a<b$ such that $f(x)=g(x)=0$ for $x \notin[a, b]$ (here we can choose minimum of two left endpoints and maximum of two right endpoints). Then $(f-g)(x)=(f g)(x)=0$ for $x \notin[a, b]$, so $f-g$ and $f \cdot g$ are compactly supported.

Identity in $\operatorname{Fun}(\mathbb{R}, \mathbb{R})$ is constant function 1 , not compactly supported.
So compactly supported functions are a non-unital subring.
Claim: compact supported functions are a non-unital ring.
Proof:
Suppose $f$ is an identity element. Then there is some interval $[a, b]$ such that $f(x)=0$ for $x \notin[a, b]$. There is a compactly supported function $g$ such that $g(x) \neq 0$ for some $x \notin[a, b]$. But then $f g(x)=f(x) g(x)=0 \neq g(x)$, so $f$ is not an identity.

Suppose $x \in R$, where $R$ is a (unital) ring, and $n \in \mathbb{Z}$. Since $(R,+)$ is an abelian group, $n x$ is welldefined (from additive notation). Take $x=1$, then can think of $n$ as the element $n 1 \in R$, in the sense that if $x \in R$, can talk about $n \cdot x$ or $x \cdot n$ or $x \pm n$.

For example, in $\mathbb{Z} / 10 \mathbb{Z}, 10 \cdot 1=0$.

## Lemma 8.8

If $R$ is a ring, $x \in R$, and $n, m \in \mathbb{Z}$, then

- $n 1 \cdot x=x \cdot n 1=n x$, and
- $n(m x)=(n m) x$.


## Proof:

Idea: If $n \geq 0$, then $n 1 \cdot x=(1+1+\ldots+1) \cdot x=n x$

### 8.4 Characteristic and prime subring

## Lemma 8.9

Let $R$ be a ring. The set $R_{0}=\{n 1: n \in \mathbb{Z}\}$ is a subring of $R$, and is contained in every other subring. Furthermore, as a group, $R_{0} \cong \mathbb{Z} / k \mathbb{Z}$, where $k=\min \{m \in \mathbb{Z}: m 1=0\}$, (or $k=0$ is this set is empty).

## prime subring

$R_{0}$ is called the prime subring of $R$, and $k$ is called the characteristic of $R$, denoted char $(R)$.

## Example:

$\operatorname{char}(\mathbb{Z} / n \mathbb{Z})=n$.
$\operatorname{char}(\mathbb{Z})=0$.
$\operatorname{char}(R)=1$ if and only if $R=\{0\}$.

## Lemma 8.9

Let $R$ be a ring. The set $R_{0}=\{n 1: n \in \mathbb{Z}\}$ is a subring of $R$, and is contained in every other subring. Furthermore, as a group, $R_{0} \cong \mathbb{Z} / k \mathbb{Z}$, where
$k=\min \{m \in \mathbb{N}: m 1=0\} \cup\{0\}$.

## Proof:

$R_{0}$ is the cyclic subgroup of $(R,+)$ generated by 1 . As a cyclic group, $R_{0} \cong \mathbb{Z} / k \mathbb{Z}$, where $k=$ $\min \{m \in \mathbb{N}: m 1=0\}$ or $k=0$. ( $k$ is equal to the order of 1 or o if the order is infinity).

If $n, m \in \mathbb{Z}$, then $n 1 \cdot m 1=n m 1 \in R_{0}$. And $1 \in R_{0}$, so $R_{0}$ is a unital subring.
If $S$ is a unital subring of $R$, then $1 \in S$, and $S \leq(R,+)$, so $S$ contains cyclic subgroup $R_{0}$ generated by 1 .

## centre of $R$

If $R$ is a ring, the centre of $R$ is the set $Z(R)=\{x \in R: x y=y x$ for all $y \in R\}$.

## Lemma 8.10

$Z(R)$ is a subring of $R$.

## Corollary 8.11

If $R$ is a non-zero ring, then $Z(R)$ is non-trivial.

Proof:
$Z(R)$ contains prime subring $R_{0}$.

### 8.5 Homomorphisms

## homomorphism

Let $R$ and $S$ be rings. A function $\phi: R \rightarrow S$ is a (unital) homomorphism if

1. $\phi:(R,+) \rightarrow(S,+)$ is a group homomorphism,
2. $\phi(a b)=\phi(a) \phi(b)$ for all $a, b \in R$, and
3. $\phi\left(1_{R}\right)=1_{S}$.

If 1 and 2 are satisfied, but 3 is not, then $\phi$ is a non-unital homomorphism.

## Note:

In this class, homomorphism = unital homomorphism. Textbook uses non-unital homomorphism as default.

Example:
If $S$ is a subring of $R$, then $i: S \rightarrow R: x \mapsto x$ is a homomorphism.
The quotient maps $\mathbb{Z} \rightarrow \mathbb{Z} / n \mathbb{Z}: x \mapsto[x]$ and
$\mathbb{Z} / m n \mathbb{Z} \rightarrow(\mathbb{Z} / m n \mathbb{Z}) /(m \mathbb{Z} / m n \mathbb{Z}) \cong \mathbb{Z} / m \mathbb{Z}:[x] \mapsto[x]$ are homomorphisms since $[x y]=[x] \cdot[y]$.

## isomorphism

A homomorphism $\phi: R \rightarrow S$ is an isomorphism if $\phi$ is bijective.

## Proposition 8.12

Let $R_{0}=\mathbb{Z} 1_{R}$ be the prime subring of a ring $R$, and let $n=\operatorname{char}(R)$. Then $\phi: \mathbb{Z} / n \mathbb{Z} \rightarrow R_{0}$ : $[x] \mapsto x 1$ is a ring homomorphism.

Proof:
We already showed that $\phi$ is a well-defined group isomorphism. So $\phi$ is bijective.
If $[a],[b] \in \mathbb{Z} / n \mathbb{Z}$, then

$$
\begin{array}{rlr}
\phi([a] \cdot[b]) & =\phi([a b]) & \\
& =a b 1 & \\
& =a(b 1) & \\
& =(a 1) \cdot(b 1) & \text { Here is abelian group operation } \\
& =\phi([a]) \cdot \phi([b]) & \text { Here } \cdot \text { is ring operation } \\
& \text { Here } \cdot \text { is ring operation }
\end{array}
$$

Since $\phi([1])=1$, thus unital, then $\phi$ is a homomorphism. Thus $\phi$ is a ring isomorphism.

## Proposition 8.13

Let $\phi: R \rightarrow S$ be a homomorphism.
(a) If $a \in R$ and $n \geq 0$, then $\phi\left(a^{n}\right)=\phi(a)^{n}$.
(b) If $u \in R^{\times}$, then $\phi(u) \in S^{\times}$, and $\phi\left(u^{n}\right)=\phi(u)^{n}$ for all $n \in \mathbb{Z}$.
(c) If $\phi$ is an isomorphism, then $\phi^{-1}$ is a ring homomorphism.

## Proof:

(a) Standard proof by induction. Starting from $n=2$.
(b) We know $1=\phi(1)=\phi\left(u u^{-1}\right)=\phi(u) \phi\left(u^{-1}\right)$, so $\phi(u) \in S^{\times}$and $\phi\left(u^{-1}\right)=\phi(u)^{-1}$. It follows from (a) that $\phi\left(u^{n}\right)=\phi(u)^{n}$ for all $n \in \mathbb{Z}$.
(c) We already know $\phi^{-1}$ is a group homomorphism. $\phi\left(1_{R}\right)=1_{S} \Longrightarrow \phi^{-1}\left(1_{S}\right)=1_{R}$. And if $a, b \in S$, then $a=\phi\left(\phi^{-1}(a)\right), b=\phi\left(\phi^{-1}(b)\right)$, so

$$
a b=\phi\left(\phi^{-1}(a)\right) \phi\left(\phi^{-1}(b)\right)=\phi\left(\phi^{-1}(a) \phi^{-1}(b)\right) \Longrightarrow \phi^{-1}(a b)=\phi^{-1} \phi^{-1}(b)
$$

Thus $\phi^{-1}$ is a homomorphism.

## Proposition 8.14

Let $\phi: R \rightarrow S$ be a homomorphism, where $S$ is not zero.
(a) $\operatorname{Im} \phi$ is a subring of $S$.
(b) $\operatorname{ker} \phi$ is a non-unital subring of $R$.

## Note:

Here $\operatorname{Im} \phi$ and $\operatorname{ker} \phi$ are the group theory image and kernel.
Proof:
Proof of (a): We already know that $\operatorname{Im} \phi$ is a subgroup of $(S,+)$.
Since $\phi\left(1_{R}\right)=1_{S}, 1_{S} \in \operatorname{Im} \phi$. Finally, if $a, b \in \operatorname{Im} \phi$, then $a=\phi(x), b=\phi(y), x, y \in R$ and $a b=\phi(x) \phi(y)=\phi(x y) \in \operatorname{Im} \phi$.

## Remark:

If $1 \in \operatorname{ker} \phi$ and $\phi$ is unital, then $1_{S}=\phi\left(1_{R}\right)=0_{S}$, so $S$ must be zero ring, contradicting to our assumption $S$ is not zero. Thus $\operatorname{ker} \phi$ must be non-unital. What we are going to see later is that $\operatorname{ker} \phi$ is a special type of non-unital subring, called ideal. We'll do this properly when we do ideals.

### 8.6 Polynomials

Let $R$ be a ring. The ring of polynomials in variable $x$ with coefficients in $R$ is the ring with elements $\sum_{i=0}^{n} a_{i} x^{i}$ for $n \geq 0$, and $a_{0} \ldots, a_{n} \in R$.

Addition and multiplication are defined as usual, so

$$
\left(\sum_{i=0}^{n} a_{i} x^{i}\right)\left(\sum_{j=0}^{m} b_{j} x^{j}\right)=\sum_{k=0}^{n+m} \sum_{i=0}^{k} a_{i} b_{k-i} x^{k}
$$

where $a_{i}=b_{j}=0$ for $i>n, j>m$.
As usual, we can talk about degree, monomials, evaluation, etc. how do we formalize all this?

## $R[x]$ and binary operations

Given a ring $R$, let $R[x]$ be the set

$$
\left\{\left(a_{i}\right)_{i=0}^{+\infty} \subseteq R: \text { there exists } N \geq 0 \text { such that } a_{i}=0 \text { for } i \geq N\right\}
$$

We define binary operations + and $\cdot$ on $R[x]$ by

$$
\left(a_{i}\right)_{i=0}^{+\infty}+\left(b_{i}\right)_{i=0}^{+\infty}=\left(a_{i}+b_{i}\right)_{i=0}^{+\infty} \quad \text { and }
$$

$$
\left(a_{i}\right)_{i=0}^{+\infty} \cdot\left(b_{i}\right)_{i=0}^{+\infty}=\left(c_{k}\right)_{k=0}^{+\infty} \text { where } c_{k}=\sum_{i=0}^{k} a_{i} b_{k-i}
$$

The choice of variable matters only in that we let $\sum_{i=0}^{n} a_{i} x^{i}$ denote $\left(a_{0}, \ldots, a_{n}, 0,0, \ldots\right)$ (note: not a unique representation). If we change the variable then we change this notation.

## Lemma 8.15

$(R[x],+, \cdot)$ is a ring.

## Proof:

Need to show that + and $\cdot$ are well-defined.
Let $\left(a_{i}\right)_{i=0^{\prime}}^{\infty}\left(b_{i}\right)_{i=0}^{\infty} \in R[x]$. Then there are $N_{1}, N_{2} \geq 0$ be such that $a_{i}=0$ for $i \geq N_{1}, b_{j}=0$ for $j \geq N_{2}$. Then $a_{i}+b_{i}=0$ for $i \geq \max \left(N_{1}, N_{2}\right)$, so $\left(a_{i}\right)_{i=0}^{\infty}+\left(b_{i}\right)_{i=0}^{\infty} \in R[x]$.

If $k \geq N_{1}+N_{2}$ and $0 \leq i<N_{1}$, then $k-i>N_{2}$. So $\sum_{i=0}^{k} a_{i} b_{k-i}=0$ if $k \geq N_{1}+N_{2}$, which implies $\left(a_{i}\right)_{i=0}^{\infty} \cdot\left(b_{i}\right)_{i=0}^{\infty} \in R[x]$.

Then it's not hard to see $(R[x],+)$ is an abelian group with $0=(0,0, \ldots)$.

Next want to show that $\cdot$ is associative. Suppose that $\left(a_{i}\right)_{i=0}^{\infty},\left(b_{i}\right)_{i=0}^{\infty},\left(c_{i}\right)_{i=0}^{\infty} \in R[x]$.
Let $\left(a_{i}\right)_{i=0}^{\infty} \cdot\left(\left(b_{j}\right)_{i=0}^{\infty} \cdot\left(c_{k}\right)_{i=0}^{\infty}\right)=\left(d_{n}\right)_{n=0}^{\infty}$. Then

$$
d_{n}=\sum_{i=0}^{n} a_{i}\left(\sum_{j=0}^{n-i} b_{j} c_{n-i-j}\right)=\sum_{i+j+k=n} a_{i} b_{j} c_{k}=\sum_{\ell=0}^{n}\left(\sum_{i=0}^{\ell} a_{i} b_{\ell-i}\right) c_{n-\ell}
$$

From this, we see that $\left(d_{n}\right)_{n=0}^{\infty}=\left(\left(a_{i}\right)_{i=0}^{\infty} \cdot\left(b_{j}\right)_{i=0}^{\infty}\right) \cdot\left(c_{k}\right)_{i=0}^{\infty}$. So $\cdot$ is associative.
It's not hard to show $1=(1,0,0, \ldots)$ is an identity for .
For distributivity, suppose $\left(a_{i}\right)_{i=0^{\prime}}^{\infty}\left(b_{i}\right)_{i=0^{\prime}}^{\infty}\left(c_{i}\right)_{i=0}^{\infty} \in R[x]$ again,
let $\left(d_{n}\right)_{n=0}^{\infty}=\left(a_{i}\right)_{i=0}^{\infty} \cdot\left(\left(b_{i}\right)_{i=0}^{\infty}+\left(c_{i}\right)_{i=0}^{\infty}\right)$. Then

$$
d_{n}=\sum_{i=0}^{n} a_{i} \cdot\left(b_{n-i}+c_{n-i}\right)=\sum_{i=0}^{n} a_{i} b_{n-i}+\sum_{i=0}^{n} a_{i} c_{n-i}
$$

so $\left(d_{n}\right)_{n=0}^{\infty}=\left(a_{i}\right)_{i=0}^{\infty} \cdot\left(b_{i}\right)_{i=0}^{\infty}+\left(a_{i}\right)_{i=0}^{\infty} \cdot\left(c_{i}\right)_{i=0}^{\infty}$. Similarly we can show right distributivity.
Therefore, $R[x]$ is a ring.
$R[x]$ is called the ring of polynomials in variable $x$ with coefficients in $R$.
$x$ is referred to as the variable or indeterminate. Can use any variable we want, e.g., $R[x], R[y], R[\pi]$.
We only use $\left(a_{i}\right)_{i=0}^{\infty}$ to denote elements of $R[x]$ when we are defining or proving something formally.
Use $\sum_{i=0}^{n} a_{i} x^{i}$ when working with $R[x]$. If we don't want to specify coefficients, denote elements of $R[x]$ by $p$ or $p(x)$.

We can show that there is an isomorphism $R[x] \cong R[y]: p(x) \mapsto p(y)$ (this works with $x$ and $y$ replaced by any pair of variables).

## degree

The degree of $p(x) \in R[x]$ is the smallest integer $n$ such that $p(x)=\sum_{i=0}^{n} a_{i} x^{i}$ with $a_{n} \neq 0$, or $-\infty$ if no such $n$ exists. The degree is denoted by $\operatorname{deg}(p)$.

## Example:

$\operatorname{deg}(1)=0, \operatorname{deg}\left(1+x-x^{3}\right)=3, \operatorname{deg}(0)=-\infty$.

## coefficient

The coefficient of $x^{i}$ in $\left(a_{i}\right)_{i=0}^{\infty} \in R[x]$ is $a_{i}$.

## monomial

A monomial is a polynomial of the form $x^{i}$ for some $i \geq 0$.

## term

A polynomial of the form $a_{i} x^{i}$ is called a term.

## leading term/coefficient

If $p(x)=\sum_{i=0}^{n} a_{i} x^{i}$ is a polynomial of degree $n$, then the polynomials $a_{i} x^{i}, i=0, \ldots, n$ are called the terms of $p(x) . a_{n} x^{n}$ is the leading term, and $a_{n}$ is the leading coefficient.

Polynomials of degree $\leq 0$ are called constant polynomials. There is a constant polynomial $a x^{0} \in R[x]$ for every $a \in R$. Usually just denote this polynomial by $a$.

## Lemma 8.16

Let $R$ be a ring. The set of constant polynomials in $R[x]$ is a subring, and is isomorphic to $R$.

Because of this isomorphism, we think of $R$ as a subring of $R[x]$.

## Lemma 8.17

If $R$ is commutative, then $R[x]$ is commutative.

Proof:

$$
\begin{aligned}
\sum_{i=0}^{n} a_{i} x^{i} \cdot \sum_{j=0}^{m} b_{j} x^{j} & =\sum_{i=0}^{n} \sum_{j=0}^{m} a_{i} b_{j} x^{i+j} \\
& =\sum_{j=0}^{m} \sum_{i=0}^{n} b_{j} a_{i} x^{i+j} \\
& =\sum_{j=0}^{m} b_{j} x^{j} \cdot \sum_{i=0}^{n} x^{i}
\end{aligned}
$$

$R[x]$ makes sense even if $R$ is not commutative, but note that $x \in Z(R[x])$, so it's not the most natural.

## evaluation

If $p(x)=\sum_{i=0}^{n} a_{i} x^{i} \in R[x]$, and $c \in R$, then the evaluation of $p(x)$ at $c$ is $p(c):=\sum_{i=0}^{n} a_{i} c^{i}$.

## Proposition 8.18

If $R$ is commutative and $c \in R$, then $R[x] \rightarrow R: p(x) \mapsto p(c)$ is a homomorphism.

This homomorphism is called evaluation at $c$ or substitution at $c$. When necessary, we will denote it by $\mathrm{ev}_{c}$. Note that $\mathrm{ev}_{\mathcal{C}}$ being a homomorphism means that

$$
(p+q)(c)=\mathrm{ev}_{c}(p+q)=\mathrm{ev}_{c}(p)+\mathrm{ev}_{c}(q)=p(c)+q(c)
$$

and similarly that $(p \cdot q)(c)=p(c) q(c)$ and $1(c)=1$.
Proof:
If $p=\sum_{i} a_{i} x^{i}, q=\sum_{j} b_{j} x^{j}$, then

$$
(p+q)(c)=\sum_{i}\left(a_{i}+b_{i}\right) c^{i}=\sum_{i} a_{i} c^{i}+\sum_{i} b_{i} c^{i}=p(c)+q(c)
$$

Also

$$
\begin{aligned}
(p \cdot q)(c) & =\sum_{k} \sum_{i=0}^{k} a_{i} b_{k-i} c^{k} \\
& =\sum_{i} \sum_{j}\left(a_{i} c^{i}\right)\left(b_{j} c^{j}\right) \\
& =\left(\sum_{i} a_{i} c^{i}\right)\left(\sum_{j} b_{j} c^{j}\right) \\
& =p(c) q(c)
\end{aligned}
$$

Finally $1(c)=1 c^{0}=1$ as desired.
Most common type of polynomial rings are $\mathbb{K}[x], \mathbb{K}$ a field.

## Proposition 8.19

Let $\mathbb{K}$ be a field. Then
(a) $\operatorname{deg}(f g)=\operatorname{deg}(f)+\operatorname{deg}(g)$ for all $f, g \in \mathbb{K}[x]$
(b) $\mathbb{K}[x]^{\times}=\mathbb{K}^{\times}$

## Example:

$\operatorname{deg}(0 \cdot f)=-\infty=-\infty+\operatorname{deg}(f)=\operatorname{deg}(0)+\operatorname{deg}(f)$ which explains why we set $\operatorname{deg}(0)=-\infty$.
Example: Not a field...
Let $p(x)=1+2 x \in(\mathbb{Z} / 4 \mathbb{Z})[x]$. Then $p(x)^{2}=1+4 x+4 x^{2}=1$. So $p(x)$ is a unit.

### 8.7 Multivariable polynomials

## multivariable polynomial ring

For any sequence of variables $x_{1}, \ldots, x_{n}$ and ring $R$, we define the multivariable polynomial $\operatorname{ring} R\left[x_{1}, \ldots, x_{n}\right]$ recursively by $R\left[x_{1}, \ldots, x_{n}\right]:=R\left[x_{1}, \ldots, x_{n-1}\right]\left[x_{n}\right]$.

Elements of $R\left[x_{1}, \ldots, x_{n}\right]$ are technically of the form $\sum_{i} a_{i}\left(x_{1}, \ldots, x_{n-1}\right) x_{n}^{i}$, where $a_{i} \in R\left[x_{1}, \ldots, x_{n-1}\right]$, but usually we write these elements as $\sum_{i=\left(i_{1}, \ldots, i_{n}\right)} a_{i} x^{i}$, where $x^{i}:=x_{1}^{i_{1}} x_{2}^{i_{2}} \cdots x_{n}^{i_{n}}$.

Example:
A typical element of $R\left[x_{1}, x_{2}\right]$ is $x_{1} x_{2}^{2}-7 x_{1}^{2} x_{2}^{2}+3 x_{1}^{5} x_{2}+2$.
What if we reorder $x_{1}, \ldots, x_{n}$ ?

## Lemma 8.20

Let $R$ be a ring, $x_{1}, \ldots, x_{n}$ a sequence of variables, $\sigma \in S_{n}$. Then there is an isomorphism $R\left[x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right] \rightarrow R\left[x_{1}, \ldots, x_{n}\right]$ sending

$$
\sum_{\left(i_{1}, i_{2}, \ldots, i_{n}\right)} a_{i} x_{\sigma(1)}^{i_{1}} x_{\sigma(2)}^{i_{2}} \ldots x_{\sigma(n)}^{i_{n}} \mapsto \sum_{\left(i_{1}, i_{2}, \ldots, i_{n}\right)} a_{i} x_{1}^{i_{\sigma}^{\sigma}(1)} x_{2}^{i_{\sigma-1}^{\sigma}(2)} \ldots x_{n}^{i_{\sigma}-1(n)}
$$

## Example:

Consider $3 y x-7 y^{2} x^{3}+2 y+3 x+1 \in \mathbb{Z}[y, x]$.
The isomorphism above sends this to the element $3 x y-7 x^{3} y^{2}+2 y+3 x+1 \in \mathbb{Z}[x, y]$.
The isomorphism in the lemma should not be confused with the isomorphism $\mathbb{Z}[y, x] \rightarrow \mathbb{Z}[x, y]$ : $p(y, x) \mapsto p(x, y)$ which would send the element above to $3 x y-7 x^{2} y^{3}+2 x+3 y+1$.

## multivariate evaluation

If $p\left(x_{1}, \ldots, x_{n}\right)=\sum_{i} a_{i} x^{i} \in R\left[x_{1}, \ldots, x_{n}\right]$ and $c=\left(c_{1}, \ldots, c_{n}\right) \in R^{n}$. Then we define $p(c)=$ $p\left(c_{1}, \ldots, c_{n}\right):=\sum_{i} a_{i} c_{1}^{i_{1}} \cdots c_{n}^{i_{n}}$.

## Lemma 8.21

Let $c=\left(c_{1}, \ldots, c_{n}\right) \in R^{n}$. The function

$$
\mathrm{ev}_{c}: R\left[x_{1}, \ldots, x_{n}\right] \rightarrow R: p\left(x_{1}, \ldots, x_{n}\right) \mapsto p\left(c_{1}, \ldots, c_{n}\right)
$$

is the composition

$$
\begin{aligned}
\mathrm{ev}_{\mathcal{C}_{1}} \circ \mathrm{ev}_{\mathcal{C}_{2}} \circ \cdots \mathrm{ev}_{c_{n}} & : R\left[x_{1}, \ldots, x_{n-1}\right]\left[x_{n}\right] \rightarrow R\left[x_{1}, \ldots, x_{n-1}\right] \\
& =R\left[x_{1}, \ldots, x_{n-2}\right]\left[x_{n-1}\right] \rightarrow \cdots \rightarrow R\left[x_{1}\right] \rightarrow R
\end{aligned}
$$

and hence is a homomorphism if $R$ is commutative.

### 8.8 Group rings

## group ring

Let $G$ be a group, and let $R$ be a ring. The group ring $R G$ of $G$ with coefficients in $R$ is the set of formal sums

$$
\left\{\sum_{g \in G} c_{g} \cdot g: \begin{array}{l}
\left(c_{g}\right)_{g \in G} \subseteq R \text { such that there is a finite } \\
\text { subset } X \subset G \text { with } c_{g}=0 \text { for all } g \notin X
\end{array}\right\}
$$

with operations

$$
\left(\sum_{g \in G} a_{g} g\right)+\left(\sum_{g \in G} b_{g} g\right)=\sum_{g \in G}\left(a_{g}+b_{g}\right) g
$$

and

$$
\left(\sum_{g \in G} a_{g} g\right) \cdot\left(\sum_{g \in G} b_{g} g\right)=\sum_{g, h \in G} a_{g} b_{h} g h=\sum_{k \in G}\left(\sum_{g \in G} a_{g} b_{g-1}\right) k
$$

## What's a formal sum?

A formal sum $\sum_{g \in G} a_{g} g$ with coefficients in $R$ is a fancy way of writing a finitely supported function $G \rightarrow R: g \mapsto a_{g}$
Finitely supported: o except at finitely many points of $G$
The group elements $g \in G$ are "placeholders" in this formal sum.

Example:
$R=\mathbb{Z}, G=D_{6}=\left\{e, r, s, s r, s^{2}, s^{2} r\right\}$.
Here are some examples of elements of $\mathbb{Z} D_{6}$

$$
\begin{gathered}
1 e+7 s-2 r+s r-s^{2} r \\
2 e+2 s+2 s^{2} \\
r \\
e
\end{gathered}
$$

General element of $R D_{6}$ is

$$
a_{e} e+a_{r} r+a_{s} s+a_{s r} s r+a_{s^{2}} s^{2}+a_{s^{2} r} s^{2} r
$$

where $a_{e}, a_{r}, a_{s}, a_{s r}, a_{s^{2}}, a_{s^{2} r} \in R$.
Group elements $g \in G$ can be regarded as elements of $R G$, i.e., $g=1 \cdot g+\sum_{h \neq g} 0 \cdot h$.
Technically speaking, however, $g \in G$ and $1 \cdot g \in R G$ are different.
Sometimes write $\underline{g}$ for $g$ considered as an element of $R G$ (this helps emphasize the difference)
Can also write $\sum_{g \in G} a_{g} g$ as $\sum_{g \in G} a_{g} g$ if it's helpful

## Example:

Consider $G=\mathbb{Z}^{+}$and $R=\mathbb{Z}$. Elements of $R G=\mathbb{Z} \mathbb{Z}$ look like

$$
\begin{gathered}
3 \cdot \underline{0}-2 \cdot \underline{1}+5 \cdot \underline{10}-6 \cdot \underline{-6} \\
\underline{1}+\underline{2}+\underline{3} \\
\underline{0}
\end{gathered}
$$

Note: $\underline{0}$ is not equal to $0=0 \cdot \underline{0}+0 \cdot \underline{1}+\ldots$
What are the ring operations?
Use component-wise addition:
Example: $\mathbb{Z} D_{6}$
In $\mathbb{Z} D_{6},\left(2 \cdot e-s+3 \cdot s^{2} r\right)+(3 \cdot e+s+r)=\left(5 \cdot e+r+3 \cdot s^{2} r\right)$
For multiplication, use principle that $\underline{g} \cdot \underline{h}=\underline{g h}$
Extend to $R G$ so distributivity holds:
Example: $\mathbb{Z} D_{6}$
In $\mathbb{Z} D_{6}$ again, $s \cdot\left(e+2 s+3 r+4 s^{2} r\right)=s+2 s^{2}+3 s r+4 r$.
$(e+2 s)(2 e-3 r)=2 e+4 s-3 r-6 s r$
$(e-r)^{2}=(e-r)(e-r)=e-r-r+r^{2}=2 e-2 r=2(e-r)$
Example: $\mathbb{Z} \mathbb{Z}$
$(\underline{0}+2 \cdot \underline{-6})(3 \cdot \underline{1}-4 \cdot \underline{2})=3 \cdot \underline{1}-4 \cdot \underline{2}+6 \cdot \underline{-5}-8 \cdot \underline{-4}$
Note that $\underline{0} \cdot \underline{1}=\underline{0+1}=\underline{1}$

## Proposition 8.22

Let $R$ be a ring, and $G$ be a group. Then $R G$ is a ring with identity $\underline{e}$. If $G$ is commutative then $R G$ is commutative.

Group rings are very important example of noncommutative (more accurately, not-necessarily-commutative) rings. However, since we're focusing on commutative rings in this course, we won't prove this proposition.

Let's check that $\underline{e}$ is an identity:

$$
\underline{e} \cdot\left(\sum_{g \in G} a_{g} \underline{g}\right)=\sum_{g \in G} a_{g} e \cdot g=\sum_{g \in G} a_{g} \underline{g}
$$

and right identity is similar.
Remainder of proof reduces to fact that $\cdot$ is associative.

## Proposition 8.23

Let $R$ be a ring, and $\phi: G \rightarrow H$ be a group homomorphism. Then $\psi: R G \rightarrow R H$ defined by $\psi\left(\sum_{g \in G} a_{g} \underline{g}\right)=\sum_{g \in G} a_{g} \underline{\phi(g)}$ is a ring homomorphism.

## Proof:

It's not hard to check well-definedness $\left(\sum_{g: \phi(g)=h} a_{g}\right.$ is finite for $h \in H$ and $\psi(x)$ is finitely supported for all $x \in R G$ )
$\psi\left(\underline{e_{G}}\right)=\phi(e)=\underline{e_{H}}$, so $\psi$ is unital.
Let $x=\sum_{g \in G} a_{g} \underline{g}, y=\sum_{h \in G} b_{h} \underline{h}$. Then

$$
\begin{aligned}
\psi(x+y) & =\psi\left(\sum_{g \in G}\left(a_{g}+b_{g}\right) \underline{g}\right) \\
& =\sum_{g \in G}\left(a_{g}+b_{g}\right) \underline{\phi(g)} \\
& =\sum_{g \in G} a_{g} \underline{\phi(g)}+\sum_{g \in G} b_{g} \underline{\phi(g)} \\
& =\psi(x)+\psi(y)
\end{aligned}
$$

and

$$
\begin{aligned}
\psi(x y) & =\psi\left(\sum_{g, h} a_{g} b_{h} \underline{g h}\right) \\
& =\sum_{g, h} a_{g} b_{h} \phi(g h) \\
& =\sum_{g, h} a_{g} b_{h} \phi(g) \phi(h) \\
& =\left(\sum_{g} a_{g} \underline{\phi(g)}\right)\left(\sum_{h} a_{h} \underline{\phi(h)}\right) \\
& =\psi(x) \psi(y)
\end{aligned}
$$

So $\psi$ is a homomorphism.

## Ideals and Quotient Rings

### 9.1 Ideals

Recall Proposition 8.14, in this section, we will learn what an ideal is. Starting point: what's special about kernels?

## Lemma 9.1

If $\phi: R \rightarrow S$ is a homomorphism, and $m \in \operatorname{ker} \phi$, then $r m$ and $m r$ are in kernel for all $r \in R$.

Proof:
$\phi(r m)=\phi(r) \phi(m)=\phi(r) \cdot 0_{S}=0=\phi(m r)$.

## ideal

An ideal of a ring $R$ is a subgroup $\mathcal{I}$ of $(R,+)$ such that if $m \in \mathcal{I}, r \in R$, then $r m, m r \in \mathcal{I}$.

Lemma 9.1 shows that the kernel of a homomorphism is an ideal.
If $R$ is commutative, only need to check that $r m \in \mathcal{I}$ for all $m \in \mathcal{I}, r \in R$.
Example: $m \mathbb{Z}$

## Lemma 9.2

$m \mathbb{Z}$ is an ideal of $\mathbb{Z}$ for every $m \in \mathbb{Z}$.

Proof:
Already know that $m \mathbb{Z}$ is a subgroup of $(\mathbb{Z},+)$. If $r \in \mathbb{Z}$, and $k m \in m \mathbb{Z}$, then $r k m \in m \mathbb{Z}$. So $m \mathbb{Z}$ is an ideal.

Intuition: if $m \mid x$, then $m \mid r x$ for all $r \in \mathbb{Z}$.
Special case: when $m=0, m \mathbb{Z}=\{0\}$
Exercise:
$\left\{0_{R}\right\}$ is an ideal of any ring $R$, called the trivial ideal, and often denoted by ( 0 ) (notation explained later).

To show that $\mathcal{I}$ is a subgroup of $(R,+)$, need to check that
(a) $\mathcal{I}$ contains o ,
(b) $\mathcal{I}$ is closed under addition, and
(c) $\mathcal{I}$ is closed under negation (additive inverses).

Of course, can speed this checking that
(a') $\mathcal{I}$ is non-empty, and
(b') $f, g \in \mathcal{I} \Longrightarrow f-g \in \mathcal{I}$.
The ideal condition can speed up this check in a different way.

## Lemma 9.3

Let $R$ be a ring and $\mathcal{I} \subseteq R$. Then $\mathcal{I}$ is an ideal if and only if
(a) $\mathcal{I}$ is non-empty,
(b) if $r \in R, f, g, \in \mathcal{I}$, then $r f+g, f r+g \in \mathcal{I}$.

Proof:
If $f, g \in \mathcal{I}$, since $-1 \in R$, then $(-1) \cdot g+f=f-g \in \mathcal{I}$, so (a'), ( $\mathrm{b}^{\prime}$ ) satisfied. Thus $\mathcal{I}$ is a subgroup of $(R,+)$.

Since $\mathcal{I}$ is a subgroup of $(R,+), 0 \in \mathcal{I}$. If $m \in \mathcal{I}, r \in R$, then $r m=r m+0 \in \mathcal{I}$. So $\mathcal{I}$ is an ideal.
Example: evaluation
Let $R$ be a commutative ring, and pick $c \in R$.
The kernel of $\mathrm{ev}_{c}: R[x] \rightarrow R$ is $\mathcal{I}=\{f \in R[x]: f(c)=0\}$
By Lemma 9.3, it's an ideal, but let's doublecheck:

- $0 \in \mathcal{I}$, so $\mathcal{I}$ is non-empty.
- If $f, g \in \mathcal{I}$ and $r \in R[x]$, then

$$
(r f+g)(c)=r(c) f(c)+g(c)=r(c) \cdot 0+0=0
$$

so $r f+g \in \mathcal{I}$.
What do elements of this ideal look like?
Example: evaluation cont'd
Let's first look at the case $c=0$.
Suppose $f(x)=\sum_{i=0}^{n} a_{i} x^{i}$. Then $f(0)=\sum_{i} a_{i} 0^{i}=a_{0}$, so $f(0)=0 \Longleftrightarrow a_{0}=0$. ${ }^{a}$
So elements of $\mathcal{I}=\operatorname{ker~ev}_{0}$ look like $a_{1} x+a_{2} x^{2}+\ldots$
Because $a_{1} x+a_{2} x^{2}+\ldots=x\left(a_{1}+a_{2} x+\ldots\right)$, we sometimes denote $\mathcal{I}$ by $x R[x]$, or by $(x)$.
Intuition behind $x R[x]$ being an ideal: if $f(x)$ has no constant term, then multiplying $f(x)$ by another polynomial can't add in a constant term.
${ }^{a}$ as far as evaluation of polynomials is concerned, $0^{0}:=1$.
Then what about evaluation for general c?

## Lemma 9.4

If $f(x) \in R[x]$ has degree $\leq n$, and $c \in R$, then there are $a_{0}, \ldots, a_{n} \in R$ such that $f(x)=$ $\sum_{i=0}^{n} a_{i}(x-c)^{i}$, where $(x-c)^{0}:=1$.

Proof:
Clearly true if $n=0$. Proof by induction on $n$.
General case: if coefficient of $x^{n}$ in $f(x)$ is $a_{n}$, then

$$
f(x)-a_{n}(x-c)^{n}=a_{n} x^{n}+\text { lower terms }-\left(a_{n} x^{n}+\text { lower terms }\right)
$$

is a polynomial of degree $\leq n-1$.
By induction, $f(x)-a_{n}(x-c)^{n}=\sum_{i=0}^{n-1} a_{i}(x-c)^{i}$.
Because evaluation is a homomorphism,

$$
\mathrm{ev}_{c}\left((x-c)^{i}\right)= \begin{cases}0 & i>0 \\ 1 & i=0\end{cases}
$$

So if $f(x)=\sum_{i=0}^{n} a_{i}(x-c)^{i}$, then $f(c)=a_{0} . f(c)=0 \Longleftrightarrow a_{0}=0$.
Conclusion: $\operatorname{ker}^{\mathrm{ev}}=(x-c) R[x]=(x-c)$.
Caution: $2 x=2(x-2) \in(\mathbb{Z} / 4)[x]$, so $2 x \in \operatorname{ker~ev}_{2}$.
Note that $(x-c) R[x]$ doesn't contain 1 for any $c \in R$. That's because

## Lemma 9.5

If $\mathcal{I}$ is an ideal of a $\operatorname{ring} R$, and $1 \in \mathcal{I}$, then $\mathcal{I}=R$.

Proof:
If $r \in R, 1 \in \mathcal{I}$, then $r=r \cdot 1 \in \mathcal{I}$.
We typically want to look at proper ideals, i.e., ideals $\mathcal{I}$ with $\mathcal{I} \subsetneq R$.

### 9.2 Ideals in fields

From Lemma 9.5, we have the corollary:

## Corollary 9.6

The only ideals in a field $\mathbb{K}$ are $(0)$ and $\mathbb{K}$.

Proof:
Suppose $\mathcal{I} \subseteq \mathbb{K}$ is an ideal. If $x \in \mathcal{I}, x \neq 0$, then $x^{-1} x=1 \in \mathcal{I}$. So $\mathcal{I}=\mathbb{K}$.

## Corollary 9.7

Let $\phi: \mathbb{K} \rightarrow R$ be a ring homomorphism, where $\mathbb{K}$ is a field, and $R$ is non-zero. Then $\phi$ is an injection.

Proof:
$\operatorname{ker} \phi$ is an ideal of $\mathbb{K}$, so $\operatorname{ker} \phi$ is $(0)$ or $\mathbb{K}$. If $\operatorname{ker} \phi=\mathbb{K}$, then $0=\phi\left(1_{\mathbb{K}}\right)=1_{R}$, so $R$ is zero.
Since we are assuming that $R$ is non-zero, $\operatorname{ker} \phi=(0)$. Then we know from group theory that $\phi$ is injective.

Example:
There are no homomorphisms from an infinite field to a finite field, since such a homomorphism would have to have a kernel.

Example:
$\mathbb{R}$ is uncountable, while $\mathbb{Q}$ is countable. So there is no injection $\mathbb{R} \rightarrow \mathbb{Q}$ as sets. Therefore, there is no homomorphism $\mathbb{R} \rightarrow \mathbb{Q}$.

### 9.3 Quotient rings

Recall that in group theory: Kernels of homomorphisms are normal subgroups, and normal subgroups are kernels of homomorphisms, since if $N \unlhd G$, the quotient map $G \rightarrow G / N$ has kernel $N$.

Suppose $G$ is an abelian group using additive notation. Then

- Elements of $G / N$ are equivalence classes: $[x]=x+N$ for $x \in G$.
- $[x]=[y]$ if and only if $x-y \in N$.
- Group operation is $[x]+[y]=[x+y]$.
- Quotient map $G \rightarrow G / N$ sends $x \in G$ to $[x]$.

Are ideals always the kernel of some homomorphism?
In ring theory, kernels of homomorphisms are ideals. Is it true that ideals are kernels of homomorphisms? If $\mathcal{I}$ is an ideal of $R$, is there a "quotient ring" $R / \mathcal{I}$ ?

Since $(R,+)$ is commutative, $\mathcal{I} \unlhd R$, so quotient group $R / \mathcal{I}$ exists.
Why not try to put a ring structure on $R / \mathcal{I}$ ?
Want multiplication operation • such that the quotient map $q: R \rightarrow R / \mathcal{I}$ is a ring homomorphism. This means that we want $[x y]=q(x y)=q(x) q(y)=[x] \cdot[y]$, so we know the multiplication should be (assuming this idea works).

## Theorem 9.8

Let $\mathcal{I}$ be an ideal of a ring $R$, and define operations + and $\cdot$ on $R / \mathcal{I}$ by $[x]+[y]=[x+y]$ and $[x] \cdot[y]=[x y]$ for $x, y \in R$.

Then $(R / \mathcal{I},+, \cdot)$ is a ring, and furthermore, the quotient map $q: R \rightarrow R / \mathcal{I}: x \mapsto[x]$ is a surjective ring homomorphism with $\operatorname{ker} q=\mathcal{I}$.

## $R / \mathcal{I}$ is called the quotient of $R$ by the ideal $\mathcal{I}$, or just quotient ring.

## Corollary 9.9

Every ideal is the kernel of some homomorphism.

## Example:

$\mathbb{Z} / m \mathbb{Z}$ is a ring with operations $[x]+[y]=[x+y]$ and $[x] \cdot[y]=[x y]$. We can use this as definition of $\mathbb{Z} / m \mathbb{Z}$.

Proof:
We already know that $(R / \mathcal{I},+)$ is an abelian group.
First, let's show that • is well-defined.
Suppose $[x]=\left[x^{\prime}\right],[y]=\left[y^{\prime}\right]$ for $x, x^{\prime}, y, y^{\prime} \in R$. We want to show that $[x y]=\left[x^{\prime} y^{\prime}\right]$, or equivalently $x y-x^{\prime} y^{\prime} \in \mathcal{I}$.

$$
x y-x^{\prime} y^{\prime}=x y-x^{\prime} y+x^{\prime} y-x^{\prime} y^{\prime}=\left(x-x^{\prime}\right) y+x^{\prime}\left(y-y^{\prime}\right)
$$

Since $[x]=\left[x^{\prime}\right],[y]=\left[y^{\prime}\right]$, we know $x-x^{\prime}, y-y^{\prime} \in \mathcal{I}$. By ideal property, $\left(x-x^{\prime}\right) y, x^{\prime}\left(y-y^{\prime}\right) \in \mathcal{I}$, so $x y-x^{\prime} y^{\prime} \in I$.

Conclusion: $[x] \cdot[y]=[x y]$ is a well-defined binary operation.
Associativity: suppose $x, y, z \in R$. Then $[x] \cdot([y] \cdot[z])=[z] \cdot[y z]=[x y z]=([x] \cdot[y]) \cdot[z]$.
Identity: $[1] \cdot[x]=[1 \cdot x]=[x]=[x] \cdot[1]$, so $[1]$ is an identity for .
Distributivity: If $x, y, z \in R$, then

$$
[x] \cdot([y]+[z])=[x] \cdot[y+z]=[x \cdot(y+z)]=[x y+x z]=[x y]+[x a]=[x] \cdot[y]+[x] \cdot[z]
$$

and similarly $([y]+[z]) \cdot[x]=[y] \cdot[x]+[z] \cdot[x]$
Conclusion: Since $(R / \mathcal{I},+)$ is an abelian group, $\cdot$ is an associative operation with identity, and + and $\cdot$ satisfy distributivity, $R / \mathcal{I}$ is a ring.
$q$ is a homomorphism: Already know $q$ is a group homomorphism. Also $q(x y)=[x y]=[x] \cdot[y]=$


### 9.4 The universal property of quotient rings

Recall universal property of quotient groups (Theorem 5.4). Now extend the universal property to rings.

Let $\phi: R \rightarrow S$ be a ring homomorphism, and $\mathcal{I}$ an ideal of $R$. Suppose $\mathcal{I} \subseteq \operatorname{ker} \phi$. By universal property of quotient groups, there is a unique group homomorphism $\psi: R / \mathcal{I} \rightarrow S$ such that $\phi=\psi \circ q$.


Is $\psi$ a ring homomorphism?

## Lemma 9.10

Let $R, S, T$ be rings. Suppose $\psi_{1}: R \rightarrow T$ is a ring homomorphism, and $\psi_{2}: T \rightarrow S$ is a group homomorphism, such that $\psi_{2} \circ \psi_{1}$ is a ring homomorphism. If $\psi_{1}$ is surjective, then $\psi_{2}$ is a ring homomorphism.

Proof:
Let $\phi=\psi_{2} \circ \psi_{1}$.
Suppose $x, y \in T$. Let $a, b \in R$ such that $\psi_{1}(a)=x, \psi_{1}(b)=y$. Then

$$
\begin{aligned}
\psi_{2}(x y) & =\psi_{2}\left(\psi_{1}(a) \psi_{1}(b)\right) \\
& =\psi_{2}\left(\psi_{1}(a b)\right) \\
& =\phi(a b) \\
& =\phi(a) \phi(b) \\
& =\psi_{2}\left(\psi_{1}(a)\right) \psi_{2}\left(\psi_{1}(b)\right) \\
& =\psi_{2}(x) \psi_{2}(y)
\end{aligned}
$$

Also $\psi_{2}\left(1_{T}\right)=\psi_{2}\left(\psi_{1}\left(1_{R}\right)\right)=\phi\left(1_{R}\right)=1_{S}$.
So $\psi_{2}$ is a ring homomorphism.
As a corollary of the lemma and universal property for groups:

## Theorem 9.11: Universal property of quotient rings

Suppose $\phi: R \rightarrow S$ is a ring homomorphism, and $\mathcal{I}$ is an ideal of $R$. Let $q: R \rightarrow R / \mathcal{I}$ be the quotient homomorphism. Then there is a ring homomorphism $\psi: R / \mathcal{I} \rightarrow S$ such that $\psi \circ q=\phi$ if and only if $\mathcal{I} \subseteq \operatorname{ker} \phi$. Furthermore, if $\psi$ exists, then it is unique.


Proof:
Existence If $\mathcal{I} \subseteq \operatorname{ker} \phi$, then $\psi$ exists as a group homomorphism. Applying Lemma 9.10 with $\psi_{1}=q, \psi_{2}=\psi$, and $T=R / \mathcal{I}$ shows that $\psi$ is a ring homomorphism.

Uniqueness Any ring morphism $\psi: R / \mathcal{I} \rightarrow S$ such that $\psi \circ q=\phi$ is equal to the unique group morphism with this property.

Necessary for $\mathcal{I} \subseteq \operatorname{ker} \phi \quad$ If $\psi$ exists, then it is a group homomorphism, so apply universal property of quotient groups.

## Theorem 9.12: First isomorphism theorem for rings

If $\phi: R \rightarrow S$ is a ring homomorphism, then there is an ring isomorphism $\psi: R / \operatorname{ker} \phi \rightarrow \operatorname{Im} \phi$ such that $\phi=\psi \circ q$, where $q: R \rightarrow R / \operatorname{ker} \phi$ is the quotient homomorphism.

## Proof:

By universal property, having a ring homomorphism $\psi: R / \operatorname{ker} \phi \rightarrow \operatorname{Im} \phi$ such that $\psi \circ q=\phi$.
From first isomorphism theorem for groups, there is a group isomorphism $\psi^{\prime}: R / \operatorname{ker} \phi \rightarrow \operatorname{Im} \phi$ such that $\psi^{\prime} \circ q=\phi . \psi$ is also a group homomorphism.

By universal property of quotient groups, $\psi=\psi^{\prime}$ so $\psi$ is bijective. (Could also just apply Lemma to $\psi^{\prime}$ )

The first isomorphism theorem is very useful for finding quotient rings.

## Proposition 9.13

Let $R$ be a commutative ring, $c \in R$. Then $R[x] /(x-c) R[x] \cong R$.

Proof:
$(x-c) R[x]=\operatorname{kerev}_{c}$, where $\mathrm{ev}_{c}: R[x] \rightarrow R$ is the evaluation map. If $r \in R$, then $\mathrm{ev}_{c}(r)=r$, so $\operatorname{Im~ev}_{c}=R$. By first isomorphism theorem, $R[x] /(x-c) R[x] \cong R$.

## Example:

Let $\mathcal{I}=\left(y-x^{2}\right) \mathbb{Z}[x, y]=\left\{\left(y-x^{2}\right) p(x, y): p(x, y) \in \mathbb{Z}[x, y]\right\}$.
To see that $\mathcal{I}$ is an ideal, note that $\mathcal{I}=\operatorname{kerev}_{x^{2}}$, where $\mathrm{ev}_{x^{2}}: \mathbb{Z}[x, y]=\mathbb{Z}[x][y] \rightarrow \mathbb{Z}[x]$ is evaluation at $x^{2}$.

By Proposition 9.13, $\mathbb{Z}[x, y] / \mathcal{I} \cong \mathbb{Z}[x]$.

### 9.5 Ideals generated by a subset

## Proposition 9.14

Let $\mathcal{F}$ be a family of ideals in a ring $R$. Then

$$
\bigcap_{\mathcal{I} \in \mathcal{F}} \mathcal{I}
$$

is an ideal of $R$.

## ideal generated by $X$

Let $X \subseteq R$. The ideal generated by $X$ is

$$
(X):=\bigcap_{\mathcal{I} \in \mathcal{F}} \mathcal{I},
$$

where $\mathcal{F}=\{\mathcal{I}$ an ideal of $R: X \subseteq \mathcal{I}\}$.

Key properties:

- By Proposition 9.14, $(X)$ is an ideal.
- By definition, if $\mathcal{I}$ is an ideal with $X \subseteq \mathcal{I}$, then $X \subseteq(X) \subseteq \mathcal{I}$. Say that $(X)$ is the smallest ideal containing $X$.
- Example: $(0)=(\varnothing)=\{0\}$

Sometimes use $\langle X\rangle$ instead of $(X)$.
If $X=\left\{f_{1}, f_{2}, \ldots\right\}$, can replace $(X)=\left(\left\{f_{1}, f_{2}, \ldots\right\}\right)$ with $\left(f_{1}, f_{2}, \ldots\right)$.
E.g., (0) instead of (\{0\})

## Proposition 9.15

If $R$ is a ring, $X \subseteq R$, then

$$
(X)=\left\{\sum_{i=1}^{k} s_{i} x_{i} t_{i}: k \geq 0, s_{i}, t_{i} \in R, x_{i} \in X \text { for } 1 \leq i \leq k\right\}
$$

## Remark:

Note that when $k=0$, then the list of $s_{i} x_{i} t_{i}$ is empty, which is just o.
Proof:
Let $\mathcal{I}:=\left\{\sum_{i=1}^{k} s_{i} x_{i} t_{i}: k \geq 0, s_{i}, t_{i} \in R, x_{i} \in X\right.$ for $\left.1 \leq i \leq k\right\}$.
$\mathcal{I}$ is an ideal: Taking $k=0$, get $0_{R} \in \mathcal{I}$. Suppose $r \in R, x, y \in \mathcal{I}$. Let $x=\sum_{i=1}^{k} s_{i} x_{i} t_{i}, y=\sum_{i=1}^{\ell} s_{i}^{\prime} y_{i} t_{i}^{\prime}$ for $s_{i}, t_{i}, s_{i}^{\prime}, t_{i}^{\prime} \in R, s_{i} y_{i} \in X$. Then $r x+y=\sum_{i=1}^{k}\left(r s_{i}\right) x_{i} t_{i}+\sum_{i=1}^{\ell} s_{i}^{\prime} y_{i} t_{i}^{\prime} \in \mathcal{I}$ and similarly $x r+y \in \mathcal{I}$, so $\mathcal{I}$ is an ideal.
$(X) \subseteq \mathcal{I}$ : Take $k=1, s_{1}=t_{1}=1 \Longrightarrow X \subseteq \mathcal{I} \Longrightarrow(X) \subseteq \mathcal{I}$.
$\underline{\mathcal{I} \subseteq(X)}$ : Suppose $k \geq 0, s_{i}, t_{i} \in R, x_{i} \in X$ for $1 \leq i \leq k$. Since $X \subseteq(X), x_{i} \in(X) \Rightarrow s_{i} x_{i} t_{i} \in(X)$ for all $1 \leq i \leq k$. So $\sum_{i=1}^{k} s_{i} x_{i} t_{i} \in(X)$. Conclusion: $\mathcal{I} \subseteq(X)$.

## Corollary 9.16

If $R$ is a commutative ring, $X \subseteq R$, then

$$
(X)=\left\{\sum_{i=1}^{k} r_{i} x_{i}: k \geq 0, r_{i} \in R, x_{i} \in X \text { for } 1 \leq i \leq k\right\}
$$

Proof:
$s_{i} x_{i} t_{i}=\left(s_{i} t_{i}\right) x_{i}$, so set $r_{i}=s_{i} t_{i}$.

## $\mathcal{I}+\mathcal{J}$

If $\mathcal{I}, \mathcal{J} \subseteq R$ are ideals, then $\mathcal{I}+\mathcal{J}:=\{x+y: x \in \mathcal{I}, y \in \mathcal{J}\}$.

## Corollary 9.17

$(\mathcal{I} \cup \mathcal{J})=\mathcal{I}+\mathcal{J}$ is the smallest ideal containing both $\mathcal{I}$ and $\mathcal{J}$.

## Proof:

By Proposition 9.15, clearly $\mathcal{I}+\mathcal{J} \subseteq(\mathcal{I} \cup \mathcal{J})$.
For the reverse inclusion, suppose $s_{i}, t_{i} \in R, x_{i} \in \mathcal{I} \cup \mathcal{J}$ for $1 \leq i \leq k$. Let $S=\left\{1 \leq i \leq k: x_{i} \in \mathcal{I}\right\}$, so if $i \in S, s_{i} x_{i} t_{i} \in \mathcal{I}$. So $\sum_{i \in S} s_{i} x_{i} t_{i} \in \mathcal{I}$, and similarly $\sum_{i \notin S} s_{i} x_{i} t_{i} \in \mathcal{J}$.
Conclusion: $\sum_{i=1}^{k} s_{i} x_{i} t_{i}=\sum_{i \in S} s_{i} x_{i} t_{i}+\sum_{i \notin S} s_{i} x_{i} t_{i} \in \mathcal{I}+\mathcal{J}$
Ideals of $R$ are ordered by set inclusion $\subseteq$
Set of ideals of $R$ with order $\subseteq$ is called lattice of ideals of $R$

(0)

Subgroup below $\mathcal{I}_{1}, \mathcal{I}_{2}$ in the lattice is $\mathcal{I}_{1} \cap \mathcal{I}_{2}$. Subgroup above $\mathcal{I}_{1}, \mathcal{I}_{2}$ is $\mathcal{I}_{1}+\mathcal{I}_{2}$.
New way of constructing rings: take $R /(X)$ for any subset $X$.
We know that $R /(X)$ is a unital ring, but when is it non-zero?
From group theory, know $R / \mathcal{I}$ is zero if and only if $\mathcal{I}=R$
We proved that $\mathcal{I}=R$ if and only if $1 \in \mathcal{I}$

## Corollary 9.18

Let $R$ be a ring and $X \subseteq R$. Then $R /(X)=\{0\}$ if and only if there is $s_{i} t_{i} \in R, x_{i} \in X$ for $1 \leq i \leq k$, such that

$$
\sum_{i=1}^{k} s_{i} x_{i} t_{i}=1
$$

If $R$ commutative, just have to show $\sum_{i=1}^{k} r_{i} x_{i}=1, r_{i} \in R, x_{i} \in X$

### 9.6 Ideals generated by a finite subset

Often take ideals $\left(x_{1}, \ldots, x_{n}\right)$ generated by finite sets $\left\{x_{1}, \ldots, x_{n}\right\}$
Recall Corollary 9.16,

## Corollary 9.19

If $R$ is a commutative ring and $X=\left\{x_{1}, \ldots, x_{n}\right\} \subseteq R$, then

$$
(X)=\left\{\sum_{i=1}^{n} r_{i} x_{i}: r_{i} \in R, 1 \leq i \leq n\right\}
$$

Proof:
RHS $\subseteq(X)$ clear. For $(X) \subseteq R H S$, not that $r x_{i}+r^{\prime} x_{i}=\left(r+r^{\prime}\right) x_{i}$, so can collect like terms, set $r_{i}=0$ if $x_{i}$ unneeded.

## principal ideal

An ideal generated by a single element is called a principal ideal.

If $R$ is a commutative ring, then $(x)=\{r x: r \in R\}$, so a principal ideal $(x)$ is often denoted by $x R$ or $R x$.

Example:
Let $R=\mathbb{Z}, m \in \mathbb{Z}$. Then $(m)=m \mathbb{Z}$ is a principal ideal.
All subgroups of $\mathbb{Z}$ are of the form $m \mathbb{Z}$ for some $m \in \mathbb{Z}$, so all subgroups of $\mathbb{Z}$ are principal ideals.
| In particular, all ideals of $\mathbb{Z}$ are principal ideals.
Example:
If $R$ commutative and $p(x) \in R[x]$, then $(p)=p R[x]$ is an ideal
If $R$ is noncommutative, pretty clear that $(x)$ is not necessarily equal to $\{r x: r \in R\}$, since $x r \in(x)$ for $r \in R$.

But is $(x)=\{s x r: s, r \in R\}$ ? Answer is no in general.
Example:
Let $E_{11}=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right) \in M_{2} \mathbb{R}$
We know $A E_{11} B$ has rank $\leq 1$ for every $A, B \in M_{2} \mathbb{R}$, hence $\left\{A E_{11} B: A, B \in M_{2} \mathbb{R}\right\} \subsetneq M_{2} \mathbb{R}$ because it can't contain identity matrix.
Let $X=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$. Then $X E_{11} X=\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right)$.
So $E_{11}+X E_{11} X=I \in\left(E_{11}\right)$, and we conclude that $\left(E_{11}\right)=M_{2} \mathbb{R}$.
In general, there isn't a nice formula for the ideal generated by a single element in a non-commutative ring. We just have to use the general formula for any set.

### 9.6.1 More examples in polynomial rings

We've already mentioned the principle ideals $(x-c) \mathbb{Z}[x]$ for $c \in \mathbb{Z}$.
E.g., $x \mathbb{Z}[x]$ is the ideal of polynomials with no constant term.

Another good example is $m \mathbb{Z}[x]$ for $m \in \mathbb{Z}$. This is $m \mathbb{Z}[x]=\left\{\sum_{i=0}^{n} a_{i} x^{i}: n \geq 0, a_{i} \in m \mathbb{Z}\right.$ for $\left.0 \leq i \leq n\right\}$.
The last example doesn't work in $\mathbb{Q}[x]$, since $2 \mathbb{Q}[x]=\mathbb{Q}[x]$. Also $\mathbb{Z}[x]$ is not an ideal in $\mathbb{Q}[x]$. (in general, subrings are very different from ideals)

What about non-principal ideals?
In $\mathbb{Z}[x, y],(x, y)=\{p(x, y) x+q(x, y) y: p, q \in \mathbb{Z}[x, y]\}$. So $(x, y)$ contains $x, y, x y, x^{2}, y^{2}$, etc.
Note $p, q$ aren't unique, since $x y=0+x \cdot y=y \cdot x+0$.
To see that $(x, y)$ is a proper ideal of $\mathbb{Z}[x, y]$, observe that

$$
(x, y)=\left\{\sum_{i, j=0}^{n} a_{i j} x^{i} y^{j}: n \geq 0, a_{i j} \in \mathbb{Z} \text { for } 0 \leq i, j \leq n, a_{00}=0\right\}
$$

## Exercise:

Suppose that there are polynomials $f, p, q \in \mathbb{Z}[x, y]$ such that $p \cdot f=x$, and $q \cdot f=y$. Then $f$ is one of $\pm 1$.

Consequence: the only principle ideal containing $(x, y)$ is $\mathbb{Z}[x, y]$. In particular, $(x, y)$ is not principal.
All ideals of $\mathbb{Z}$ are principal, whereas $\mathbb{Z}[x, y]$ has non-principal ideal.
What about $\mathbb{Z}[x]$ ? Consider the ideal

$$
\begin{aligned}
(2, x) & =\{2 p(x)+x q(x): p, q \in \mathbb{Z}[x]\} \\
& =\left\{\sum_{i=0}^{n} a_{i} x^{i}: n \geq 0, a_{i} \in \mathbb{Z} \text { for } 0 \leq i \leq n, a_{0} \in 2 \mathbb{Z}\right\}
\end{aligned}
$$

## Can this ideal be principal?

Exercise:
Show that if $p, f \in \mathbb{Z}[x]$ such that $p(x) f(x)=2$, then $f \in\{ \pm 1, \pm 2\}$.
Show that $x \notin \pm 2 \mathbb{Z}[x]$.
Conclusion: the only principal ideal containing $(2, x)$ is $\mathbb{Z}[x]$. In other words, $(2, x)$ is not principal.

### 9.7 Correspondence theorem

## Proposition 9.20

Let $\phi: R \rightarrow S$ be a ring homomorphism.
(a) If $\mathcal{I}$ is an ideal of $S$, then $\phi^{-1}(\mathcal{I})$ is an ideal of $R$.
(b) If $\mathcal{I}$ is an ideal of $R$, and $\phi$ is surjective, then $\phi(\mathcal{I})$ is an ideal of $S$.

Recall from group theory, correspondence theorem for groups (Theorem 5.14).

## Theorem 9.21: Correspondence theorem for rings

Let $\phi: R \rightarrow S$ be a surjective homomorphism. Then there is a bijection


Furthermore, if $\operatorname{ker} \phi \leq K \leq R^{+}$, then $K$ is an ideal if and only if $\phi(K)$ is an ideal.

Here $R^{+}$is the ring $R$ under addition.

## Proof:

Apply Proposition 9.20, use fact that $K=\phi^{-1}((\phi(K))$.
Special case $q: R \rightarrow R / \mathcal{I}:$ if $\mathcal{I} \subseteq \mathcal{K} \leq R^{+}$, then $\mathcal{K}$ is an ideal of $R$ if and only if $\mathcal{K} / \mathcal{I}$ is an ideal of $R / \mathcal{I}$.

## Example:

Let $R$ be a commutative ring. What are the ideals of $R[x]$ containing $(x)$ ?
$(x)$ is the kernel of the surjective homomorphism $\mathrm{ev}_{x=0}: R[x] \rightarrow R$. So ideals of $R[x]$ containing $(x)$ correspond to ideals $\mathcal{I}$ of $R$. If $\mathcal{I}$ is an ideal of $R$, what is corresponding ideal in $R[x]$ ?

Answer:

$$
\operatorname{ev}_{x=0}^{-1}(\mathcal{I})=\{f \in R[x]: f(0) \in \mathcal{I}\}=\left\{\sum_{i=0}^{n} a_{i} x^{i}: n \geq 0, a_{i} \in R \text { for } 0 \leq i \leq n, a_{0} \in \mathcal{I}\right\}
$$

### 9.8 The second isomorphism theorem

Recall from group theory, second isomorphism theorem for groups (Theorem 5.27). Now change to abelian groups with additive notation:

## Theorem (Second isomorphism theorem for abelian groups)

Suppose $H, K \leq G$. Then $H+K \leq G$, and furthermore, if $i_{H}: H \rightarrow H+K$ is the inclusion, $q_{1}: H \rightarrow H / H \cap K$ and $q_{2}: H+K \rightarrow H+K / K$ are the quotient maps, then there is an isomorphism $\psi: H / H \cap K \rightarrow H+K / K$ such that $\psi \circ q_{1}=q_{2} \circ i_{H}$.

## Theorem 9.22: Second isomorphism theorem for rings

Let $S$ be a subring of $R$, and let $\mathcal{I}$ be an ideal. Then $S+\mathcal{I}$ is a subring of $R$, and $S \cap \mathcal{I}$ is an ideal of $S$. Furthermore, if $i_{S}: S \rightarrow S+\mathcal{I}$ is the inclusion, $q_{1}: S \rightarrow S / S \cap \mathcal{I}$ and $q_{2}: S+\mathcal{I} \rightarrow S+\mathcal{I} / \mathcal{I}$ are the quotient maps, then there is an isomorphism $\psi: S / S \cap \mathcal{I} \rightarrow S+\mathcal{I} / \mathcal{I}$ such that $\psi \circ q_{1}=$ $q_{2} \circ i_{S}$.


Here $S+\mathcal{I}=\{s+x: s \in S, x \in \mathcal{I}\}$ (same definition as for ideals)
Proof:
$S, \mathcal{I}$ are subgroups of $R^{+}$, and $S+\mathcal{I}$ is a subgroup of $R^{+}$.
To show that $S+\mathcal{I}$ is a subring, not that $1 \in S+\mathcal{I}$.
If $x, y \in S+\mathcal{I}$, then $x=s+a, y=t+b$ where $s, t \in S, a, b \in \mathcal{I}$.
So $x y=s t+(s b+a t+a b) \in S+\mathcal{I}$, and hence $S+\mathcal{I}$ is a subring.
Then it is not hard to see that $S \cap \mathcal{I}$ is an ideal of $S$.
By second isomorphism theorem for groups, there is an isomorphism $\psi: S / S \cap \mathcal{I} \rightarrow S+\mathcal{I} / \mathcal{I}$ such that $\psi \circ q_{1}=q_{2} \circ i_{S}$.

By applying Lemma 9.10, we see that $\psi$ is a ring isomorphism.

## Example:

Let $\mathcal{J}$ be an ideal of a commutative ring $R$. Let $\mathcal{I}=\{f \in R[x]: f(0) \in \mathcal{J}\}=\operatorname{ev}_{0}^{-1}(\mathcal{J})$. Then

- $R$ is a subring of $R[x]$
- $R+\mathcal{I}=R[x]$, and
- $R \cap \mathcal{I}=\mathcal{J}$.

So $R / \mathcal{J} \cong R[x] / \mathcal{I}$ by the second isomorphism theorem.

### 9.9 The third isomorphism theorem

Also from group theorem, recall third isomorphism theorem for groups (Theorem 5.17), we then have

Theorem 9.23: Third isomorphism theorem for rings
Suppose $\mathcal{I} \subseteq \mathcal{K}$ are ideals of a ring $R$, and let

- $q_{1}$ be the quotient map $R \rightarrow G / \mathcal{I}$,
- $q_{2}$ be the quotient $\operatorname{map} R / \mathcal{I} \rightarrow(R / \mathcal{I}) /(\mathcal{K} / \mathcal{I})$, and
- $q_{3}$ be the quotient $\operatorname{map} R \rightarrow R / \mathcal{K}$.

Then there is an isomorphism $\psi: R / \mathcal{K} \rightarrow(R / \mathcal{I}) /(\mathcal{K} / \mathcal{I})$ such that $\psi \circ q_{3}=q_{2} \circ q_{1}$.


Proof:
Apply Lemma 9.10 again.

## Example:

$(\mathbb{Z} / m n \mathbb{Z}) /(m \mathbb{Z} / m n \mathbb{Z}) \cong \mathbb{Z} / m \mathbb{Z}$ as rings.
Example:
Previous example: $\mathcal{J}$ ideal in $R, \mathcal{I}=\mathrm{ev}_{0}^{-1}(\mathcal{J}) \subseteq R[x]$.
Now $\mathcal{I}$ contains $(x)$, so by third isomorphism theorem, $R[x] / \mathcal{I} \cong(R[x] /(x)) /(\mathcal{I} /(x))$.
By first isomorphism theorem, $R[x] /(x) \cong R$, since $(x)=\operatorname{kerev}_{0}$. This isomorphism sends $f(x)+$ $(x) \in R[x] /(x)$ to $\operatorname{ev}_{0}(f)=f(0)$, and hence identifies $\mathcal{I} /(x)$ with $\mathcal{J}$.
Conclusion: $R[x] / \mathcal{I} \cong(R /(x)) /(\mathcal{I} /(x)) \cong R / \mathcal{J}$
Now we can show that this isomorphism $R / \mathcal{J} \cong R[x] / \mathcal{I}$ from second isomorphism theorem.

## More on ideals

### 10.1 Constructing $\mathbb{C}$ from $\mathbb{R}$

From last chapter: construct new rings $R /(X)$ by taking $X \subseteq R$. What sets $X$ might we like to look at?
Suppose we didn't know about $\mathbb{C}$, and we want a square root of -1 . We want to take $\mathbb{R}$, and add an element $x$ such that $x^{2}=-1$. So let's look at $\mathbb{R}[x] /\left(x^{2}+1\right)$ since $x^{2}+1 \Longleftrightarrow x^{2}=-1$. If we look at $\bar{x}=[x]$ in $\mathbb{R}[x] /\left(x^{2}+1\right)$, then

$$
\bar{x}^{2}+1=[x]^{2}+[1]=\left[x^{2}+1\right]=x^{2}+1+\left(x^{2}+1\right)=\left(x^{2}+1\right)=0
$$

What ring is $\mathbb{R}[x] /\left(x^{2}+1\right)$ ?

## Theorem 10.1

$\mathbb{R}[x] /\left(x^{2}+1\right) \cong \mathbb{C}$.

If didn't know about $\mathbb{C}$, could use $\mathbb{R}[x] /\left(x^{2}+1\right)$ as the definition.
Before proving the theorem, let's be clear on what $\mathbb{C}$ is:

- $\mathbb{C}=\{a+b i: a, b \in \mathbb{R}\}$
- $(a+b i)+(c+d i)=(a+b)+(c+d) i$
- $(a+b i)(c+d i)=(a c-b d)+(a d+b c) i$

How does $\mathbb{R}[x] /\left(x^{2}+1\right)$ correspond to $\mathbb{C}$ ?
We know that $\bar{x}$ acts like $i$.

## Lemma 10.2

Every element of $\mathbb{R}[x] /\left(x^{2}+1\right)$ can be written uniquely in the form $a+b \bar{x}$ for some $a, b \in \mathbb{R}$.

## Proof:

Existence Since quotient map $\mathbb{R}[x] \rightarrow \mathbb{R}[x] /\left(x^{2}+1\right)$ is surjective, every element of $\mathbb{R}[x] /\left(x^{2}+1\right)$ can be written as $\sum_{i=0}^{n} a_{i} \bar{x}^{i}$.

If $n \geq 2$, then $a_{n} x^{n-2}\left(x^{2}+1\right) \in\left(x^{2}+1\right)$, so $a_{n} \bar{x}^{n}+a_{n} \bar{x}^{n-2}=0$. Thus

$$
\begin{aligned}
\sum_{i=0}^{n} a_{i} \bar{x}^{i} & =\sum_{i=0}^{n} a_{i} \bar{x}^{i}-\left(a_{n} \bar{x}^{n}+a_{n} \bar{x}^{n-2}\right) \\
& =0 \cdot \bar{x}^{n}+a_{n-1} \bar{x}^{n-1}+\left(a_{n-2}-a_{n}\right) \bar{x}^{n-2}+\ldots
\end{aligned}
$$

Can lower $n$ until we get $\sum_{i=0}^{n} a_{i} \bar{x}^{i}=a+b \bar{x}$ for some $a, b$.
Uniqueness Suppose $a+b \bar{x}=c+d \bar{x}$.
Then $(a-c)+(b-d) \bar{x}=0$, so $(a-c)+(b-d) x \in\left(x^{2}+1\right)$.
If $f \in\left(x^{2}+1\right), f \neq 0$, then $f=g\left(x^{2}+1\right)$ for $g \in \mathbb{R}[x], g \neq 0$. So $\operatorname{deg}(f)=\operatorname{deg}(g)+\operatorname{deg}\left(x^{2}+1\right) \geq$ 2.

Conclusion: every non-zero element of $\left(x^{2}+1\right)$ has degree $\geq 2$.
Only way $(a-c)+(b-d) x \in\left(x^{2}+1\right)$ is $a=c, b=d$.
Now let's prove Theorem 10.1.
Proof:
Since $\mathbb{R}$ is a subring of $\mathbb{C}$, can consider $\mathbb{R}[x]$ as a subring of $\mathbb{C}[x]$.
Let $j: \mathbb{R}[x] \hookrightarrow \mathbb{C}[x]$ be the inclusion. Let $\phi=\operatorname{ev}_{x=i} \circ j: \mathbb{R}[x] \rightarrow \mathbb{C}[x] \rightarrow \mathbb{C}$. Then $\phi(x)=i$, so $\phi\left(x^{2}+1\right)=i^{2}+1=0$. So $x^{2}+1 \in \operatorname{ker} \phi \Longrightarrow\left(x^{2}+1\right) \subseteq \operatorname{ker} \phi$.

By universal property of quotient rings, there is a homomorphism $\psi: \mathbb{R}[x] /\left(x^{2}+1\right) \rightarrow \mathbb{C}$ such that $\psi \circ q=\phi$. So $\psi(a+b \bar{x})=\phi(a+b x)=a+b i$. By Lemma 10.2, $\psi$ is a bijection.

We constructed $\mathbb{C}$ by asking for an element $x$ such that $x^{2}+1=0$. If we start from a field $\mathbb{K}$, can we ask for an element $x$ satisfying any polynomial equation(s), and the just construct a ring containing $\mathbb{K}$ with such an element? Yes! But... the ring might be zero if we ask for too much.

## Example:

$1 \neq 0$ in $\mathbb{K}[x] /\left(x^{2}+1\right)$ as we've seen.
If $p$ is a polynomial of degree $n \geq 1$, then $\mathbb{K}[x] /(p)$ is a $\mathbb{K}$-vector space of dimension $n$. So $1 \neq 0$ in $\mathbb{K}[x] /(p)$.
$1=0$ in $\mathbb{K}[x] /\left(x^{2}+1, x^{3}+x+1\right)$, since $x^{3}+x+1-x\left(x^{2}+1\right)=1 \in\left(x^{2}+1, x^{3}+x+1\right)$.

### 10.2 Maximal ideals

Let $\mathcal{I}$ be an ideal of a commutative ring $R$. When is $R / \mathcal{I}$ is a field? We know that the only ideals in a field $\mathbb{K}$ are (0) and $\mathbb{K}$. Suppose $\mathbb{K}=R / \mathcal{I}$ is a field, and $q: R \rightarrow \mathbb{K}$ is the quotient map. By correspondence theorem, only ideals of $R$ containing $\mathcal{I}$ are $q^{-1}((0))=\operatorname{ker} q=\mathcal{I}$, and $q^{-1}(\mathbb{K})=R$.

## maximal

An ideal $\mathcal{I}$ of a ring $R$ is maximal if the only ideals containing $\mathcal{I}$ are $\mathcal{I}$ and $R$.

Intuition: a maximal ideal is a maximal proper ideal under $\subseteq$

## Lemma 10.3

If $R / \mathcal{I}$ is a field, then $\mathcal{I}$ is maximal.

## Proposition 10.4

A commutative ring $R$ is a field if and only if $1 \neq 0$, and the only ideals in $R$ are ( 0 ) and $R$.

Requiring $1 \neq 0$ is the same as requiring $(0) \neq R$.
Proof:
Already proved $\Rightarrow$, only need to prove $\Leftarrow$.
Suppose $x \in R, x \neq 0$. Then $(x)=R$. That means $1 \in(x)=x R$, so there is $y \in R$ such that $x y=1$. So $x$ is a unit. Since all non-zero elements of $R$ are units, $R$ is a field.

## Theorem 10.5

Let $\mathcal{I}$ be an ideal in a commutative ring $R$. Then $R / \mathcal{I}$ is a field if and only if $\mathcal{I}$ is maximal.

## Proof:

By correspondence theorem, only ideals of $R / \mathcal{I}$ are (0) and $R / \mathcal{I}$ if and only if ideals of $R$ containing $\mathcal{I}$ are $\mathcal{I}, R$. So by Proposition 10.4, $R / \mathcal{I}$ is a field if and only if $\mathcal{I}$ is maximal.

Example:
$\mathbb{K}[x] /(x-c) \cong \mathbb{K}$ for all $c \in \mathbb{K}$, so $(x-c)$ is a maximal ideal of $\mathbb{K}[x]$ for any field $\mathbb{K}$.
$\mathbb{R}[x] /\left(x^{2}+1\right) \cong \mathbb{C}$, so $\left(x^{2}+1\right)$ is a maximal ideal of $\mathbb{R}[x]$.
Example:
$\mathbb{Z}[x] /(x) \cong \mathbb{Z}$ is not a field, so $(x)$ is not a maximal ideal of $\mathbb{Z}[x]$. Indeed, we now that $(x) \subsetneq$ $(2, x) \subsetneq \mathbb{Z}[x]$. Also know that $(2, x)=\{f \in \mathbb{Z}[x]: f(0) \in(2)\}=\mathrm{ev}_{x=0}^{-1}((2))$ for ideal $(2) \subseteq \mathbb{Z}$. By second isomorphism theorem, $\mathbb{Z}[x] /(2, x) \cong \mathbb{Z} / 2 \mathbb{Z}$, which is a field.

Exercise: $\mathbb{Z}[x] /(n, x) \cong \mathbb{Z} / n \mathbb{Z}$ and hence $(n, x)$ is maximal for $n \in \mathbb{Z}$ if and only if $n$ is prime.
Example:
If $R$ is a commutative ring, have

$$
\mathrm{ev}_{(a, b)}=\mathrm{ev}_{x=a} \circ \mathrm{ev}_{y=b}: R[x, y]=R[x][y] \rightarrow R[x] \rightarrow R
$$

Then

$$
\begin{aligned}
\operatorname{kerev}_{(a, b)} & =\operatorname{ev}_{(a, b)}^{-1}((0))=\operatorname{ev}_{y=b}^{-1}((x-a)) \\
& =\{f \in R[x][y]: f(x, b) \in(x-a) R[x]\}=(x-a, y-b)
\end{aligned}
$$

By first isomorphism theorem, we have $R[x, y] /(x-a, y-b) \cong R$. So $(x-a, y-b)$ is a maximal ideal of $R[x, y] \Longleftrightarrow R$ is a field.

For $\left(y-x^{2}\right) \in R[x, y]$, we know $R[x, y] /\left(y-x^{2}\right) \cong R[x] . R[x]$ is not a field since $x$ is not a unit. So $\left(y-x^{2}\right)$ is not maximal. Indeed, $\left(y-x^{2}\right) \subsetneq(x, y)$.

## Example:

Let $c \in \mathbb{R}$. We have shown that

$$
\mathbb{R}[x] /\left(x^{2}-c\right) \cong \begin{cases}\mathbb{C} & c<0 \\ \mathbb{R} \times \mathbb{R} & c>0 \\ \mathbb{R}[x] /\left(x^{2}\right) & c=0\end{cases}
$$

It's not hard to see that $\mathbb{R} \times \mathbb{R}$ and $\mathbb{R}[x] /\left(x^{2}\right)$ are not fields. Hence $\mathbb{R}[x] /\left(x-c^{2}\right)$ is a field if and only if $c<0$. So $\left(x^{2}-c\right)$ is maximal if and only if $c<0$.

Exercise: find proper ideals properly containing $\left(x^{2}-c\right)$ for $c \geq 0$.

### 10.3 Maximal ideals and Zorn's lemma

## partial order

A partial order on a set $X$ is a relation $\leq$ on $X$ such that

1. $x \leq x$ for all $x \in X$,
2. if $x \leq y$ and $y \leq x$, then $x=y$ for all $x, y \in X$, and
3. if $x \leq y$ and $y \leq z$, then $x \leq z$ for all $x, y, z \in X$.

We say that $x<y$ if $x \leq y$ and $x \neq y$.
A maximal element of a subset $S \subseteq X$ is an element $x \in S$ such that if $x \leq y$ for $y \in S$, then $x=y$.

An upper bound of a subset $S \subseteq X$ is an element $x \in X$ such that $y \leq x$ for all $y \in S$.
A maximum element of a subset $S \subseteq X$ is an element $x \in S$ which is an upper bound for $S$. (These are unique if they exist.)

A maximum element (if it exists) if a subset $S$ is maximal.
But a subset $S$ can have maximal elements without having a maximum element.
Example: $2^{\{1,2\}}$
Consider $2^{\{1,2\}}=\{\varnothing,\{1\},\{2\},\{1,2\}\}$ ordered by $\subseteq$.
Then $\{1,2\}$ is a maximum element for $2\{1,2\}$, but the subset $\{\varnothing,\{1\},\{2\}\}$ has no maximum element.
Instead it has two maximal elements: $\{1\}$ and $\{2\}$.
Ideals of a ring $R$ are ordered under $\subseteq . R$ is a maximum element for the whole set. We are more interested in the set of proper ideals ordered under $\subseteq$.

Let $R$ be a non-zero ring, so the set of proper ideals is non-empty. Does the set of proper ideals of $R$ have a maximum element? Once a set has more than one maximal element, it can't have a maximum.

Example:
$\mathbb{Z} / n \mathbb{Z}$ is a field if and only if $n$ is prime. So $(n)$ is maximal if and only if $n$ is prime. So (2) and (3) are both maximal.

Thus this is a ring where the set of proper ideals does not have a maximal element. What about all commutative rings? It turns out that we can write down commutative rings even where the set of proper ideals of $R$ has a maximum element. These rings are called local rings. But in general, we can't expect the set of proper ideals of $R$ to have a maximum element. It's a special property to be a local ring. Does the set of proper ideals always have a maximal element?

Maybe we can construct one:

- Pick a proper ideal $\mathcal{I}_{0}$.
- If $\mathcal{I}_{0}$ is not maximal, find a proper ideal $\mathcal{I}_{1}$ with $\mathcal{I}_{0} \subsetneq \mathcal{I}_{1}$.
- Continue until we get a maximal element.

Of course, this might not work. We might be in a poset ${ }^{1}$ like $(\mathbb{N}, \leq)$, where we have infinitely long increasing sequences like $1<2<3<\cdots$. In that case, we are only guaranteed to get a sequence $\mathcal{I}_{0} \subsetneq \mathcal{I}_{1} \subsetneq \mathcal{I}_{2} \subsetneq \ldots$ of proper ideals. If $x_{0} \leq x_{1} \leq x_{2} \leq \ldots$ in a partially ordered set $X$, then the subset $S=\left\{x_{0}, x_{1}, x_{2}, \ldots\right\}$ has a special property: it's a chain!

## chain

If $(X, \leq)$ is a partially ordered set, we say that a subset $S \subseteq X$ is a chain if for every $s, t \in S$, either $s \leq t$ or $t \leq s$ (or both).

Is the set of proper ideals like $\mathbb{N}$ : chains with no upper bound?

## Lemma 10.6

Let $R$ be a commutative ring, and let $\mathcal{F}$ be a chain of ideals (i.e., a family of ideals, such that if $\mathcal{I}$, $\mathcal{J} \in \mathcal{F}$, then either $\mathcal{I} \subseteq \mathcal{J}$, or $\mathcal{J} \subseteq \mathcal{I}$, or both). Then

$$
\bigcup_{\mathcal{I} \in \mathcal{F}} \mathcal{I}
$$

is an ideal of $R$.

Note that this doesn't work if $\mathcal{F}$ is not a chain, since the union of ideals is typically not closed under addition. For example, $(2) \cup(3) \subseteq \mathbb{Z}$ doesn't contain $5=2+3$.

If $\mathcal{F}$ is a chain of proper ideals, then $1 \notin \mathcal{I}$ for all $\mathcal{I} \in \mathcal{F}$. So $1 \notin \bigcup_{\mathcal{I} \in \mathcal{F}} \mathcal{I}$.

## Corollary 10.7

If $\mathcal{F}$ is a chain of proper ideals of $R$, then there is a proper ideal which is an upper bound for $\mathcal{F}$.

Suppose we try to construct a maximal ideal, and end up with a sequence $\mathcal{I}_{0} \subsetneq \mathcal{I}_{1} \subsetneq \mathcal{I}_{2} \subsetneq \cdots$ of proper ideals

By the Corollary 10.7, there is a proper ideal $\mathcal{J}_{0}$ which is an upper bound for $\left\{\mathcal{I}_{0}, \mathcal{I}_{1}, \ldots\right\}$, i.e., $\mathcal{I}_{k} \subseteq \mathcal{J}_{0}$ for all $k$.

If $\mathcal{J}_{0}$ is maximal, then we are done. If not, we can find a proper ideal $\mathcal{J}_{1}$ with $\mathcal{J}_{0} \subsetneq \mathcal{J}_{1}$, and our search continues.

Is this going to end? It looks like we face a never-ending (infinite) succession of choices. We need some help!

## Axiom of choice

Let $X \subseteq 2^{Y}$ for some $Y$, such that if $A \in X$, then $A \neq \varnothing$. Then there is a function $f: X \rightarrow Y$ such that $f(A) \in A$ for all $A \in X$.

The function $f$ is called a choice function (it "chooses" an element from each set).
We rarely use the axiom of choice in this form. However, it has a number of useful equivalent formulations:

[^0]Equivalent of the axiom of choice \#1
A function $f: X \rightarrow Y$ is surjective $\Longleftrightarrow$ it has a right inverse.

We called this a theorem earlier in the course because the axiom of choice is one of our standard axioms.

## Equivalent form \#2: Zorn's lemma

Let $(X, \leq)$ be a partially ordered set, such that if $S$ is a chain in $X$, then there is an element $x \in X$ which is an upper bound for $S$. Then $X$ contains a maximal element.

## Proposition 10.8

Suppose that $\mathcal{J}$ is a proper ideal in a commutative ring $R$. Then there is a maximal ideal $\mathcal{K}$ of $R$ containing $\mathcal{J}$.

Proof:
Let $\mathcal{P}=\{\mathcal{I} \subsetneq R: \mathcal{I}$ is an ideal and $\mathcal{J} \subseteq \mathcal{I}\}$, ordered under $\subseteq$.
Let $\mathcal{F}$ be a chain in $\mathcal{P}$. By Lemma 10.6, $\mathcal{I}^{\prime}=\bigcup_{\mathcal{I} \in \mathcal{F}} \mathcal{I}$ is an ideal of $R$. Clearly $\mathcal{J} \subseteq \mathcal{I}^{\prime}$, and since $1 \notin \mathcal{I}^{\prime}, \mathcal{I}^{\prime} \in \mathcal{P}$. So $\mathcal{I}^{\prime}$ is an upper bound for $\mathcal{F}$ in $\mathcal{P}$. By Zorn's lemma, $\mathcal{P}$ has a maximal element.
Example:
Take (0) in $\mathbb{Z}$. Then ( 0 ) is contained in $(p)$ for any prime $p$. So the ideal $\mathcal{K}$ in the proposition isn't necessarily unique.

In particular, every non-zero commutative ring $R$ has a maximal ideal, or equivalently:

## Corollary 10.9

For every non-zero commutative ring $R$, there is a field $\mathbb{K}$ such that there is a homomorphism $\phi: R \rightarrow \mathbb{K}$.

## Proof:

Take $\mathcal{I}$ to be a maximal ideal of $R$, and let $\phi: R \rightarrow R / \mathcal{I}$ be the quotient map.

### 10.4 Zero divisors

If $\mathbb{K}$ is a field and $f, g \in \mathbb{K}[x]$, then $\operatorname{deg}(f g)=\operatorname{deg}(f)+\operatorname{deg}(g)$. In contrast, in an arbitrary ring like $R=\mathbb{Z} / 6 \mathbb{Z}$, can have things like $(1+2 x)(1+3 x)=1+5 x+6 x^{2}=1-x$.

This happens when there are elements $x, y \in R \backslash\{0\}$ with $x y=0$

## zero divisor

Let $R$ be a ring. A non-zero element $x \in R$ is a zero divisor if there is a non-zero element $y \in R$ such that $x y=0$ or $y x=0$.

Example: $\mathbb{Z} / n \mathbb{Z}$
If $n$ is not prime, then $n=a b$ for $2 \leq a, b<n$. So $[a],[b] \neq 0$ in $\mathbb{Z} / n \mathbb{Z}$, but $[a] \cdot[b]=[a b]=0$, so $[a],[b]$ are zero divisors.

## Example: $R \times S$

If $R$ and $S$ are non-zero rings, and $a \neq 0$ in $R, b \neq 0$ in $S$. Then $(a, 0),(0, b)$ are non-zero in the product ring $R \times S$. But $(a, 0) \times(0, b)=(0,0)=0$ in $R \times S$. So $(a, 0),(0, b)$ are zero-divisors.

Example:
For any ring $R, \bar{x}$ is a zero divisor $R[x] /\left(x^{2}\right)$, since $\bar{x}^{2}=0$.
Example:
For any ring $R, \bar{x}$ and $\bar{y}$ are zero divisors in $R[x, y] /(x y)$.
Example:
Suppose $\mathbb{K}$ is a field. Let $E_{i j} \in M_{n} \mathbb{K}$ be the matrix with a 1 in position $i j$, and 0 's elsewhere. $E_{i j} E_{k \ell}=\delta_{j k} E_{i \ell}$, so $E_{i j}$ is a zero divisor for all $i, j$ as long as $n \geq 2$.

Exercise: show that $A \in M_{n} \mathbb{K}$ is a zero divisor if and only if the rank of $A$ is $<n$ (i.e., $A$ is not invertible).
Example: Group ring
Let $G$ be a group, and let $g \in G \backslash\{e\}$ with $|g|=2$.
Then $(e+g)(e-g)=e-g^{2}=e-e=0$ in $\mathbb{Z} G$.
Kaplansky zero divisor conjecture: if every element of $G \backslash\{e\}$ has infinite order, and $\mathbb{K}$ is a field, then $\mathbb{K} G$ has no zero divisors.

## Lemma 10.10

Let $u$ be a unit in a ring $R$. Then $u$ is not a zero divisor.

$$
\begin{aligned}
& \text { Proof: } \\
& u v=0 \Longrightarrow v=u^{-1} u v=0 \\
& v u=0 \Longrightarrow v=v u u^{-1}=0
\end{aligned}
$$

Every non-zero element of field is a unit, so fields don't have zero divisors.
In general, an element can be a non-zero divisor without being a unit:

- $\mathbb{Z}$ does not have any zero divisors, but the only units are $\pm 1$.
- If $f \in \mathbb{K}[x], f \neq 0, \mathbb{K}$ a field, then by the degree formula, $f g=0$ if and only if $g=0$. So $\mathbb{K}[x]$ has no zero divisors, but $\mathbb{K}[x]^{\times}=\mathbb{K}^{\times}$.


## Proposition 10.11

Suppose a non-zero element $x$ in a ring $R$ is not a zero divisor. If $x a=x b$ or $a x=b x$ for $a, b \in R$, then $a=b$.

## Proof:

If $x a=x b$, then $x(a-b)=0$. Since $x \neq 0$ and $x$ is not a zero divisor, $a-b=0 \Longrightarrow a=b$. Use the same argument if $a x=b x$.

## Corollary 10.12

Let $R$ be a finite ring. If a non-zero element $x$ is not a zero divisor, then $x$ is a unit.

Proof:
Consider the function $\ell_{x}: R \rightarrow R: y \mapsto x y$.
If $\ell_{x}(a)=\ell_{x}(b)$, then $x a=x b \Longrightarrow a=b$. So $\ell_{x}$ is injective.
Since $R$ is finite, pigeon-hole principle implies that $\ell_{x}$ is surjective. So there is $y \in R$, such that $x y=1 \Longrightarrow x$ has right inverse.

Same argument with $y \mapsto y x$ implies $x$ has left inverse.
So $x$ is invertible.

### 10.5 Integral domains

## integral domain

An integral domain (or domain) is a commutative ring $R$ such $1 \neq 0$, and $R$ has no zero divisors.

## Example:

Every field is an integral domain.
$\mathbb{Z}$ is an integral domain.
All the examples of rings we've looked at with zero divisors are not domains $(\mathbb{Z} / n \mathbb{Z}$ for $n$ not prime, $\mathbb{R} \times \mathbb{R}, \mathbb{R}[x] /\left(x^{2}\right)$ )
$\{0\}$ doesn't have zero divisors, but not a domain.
Since all non-zero divisors in finite rings are units:

## Corollary 10.13

All finite integral domains are fields.

## Proposition 10.14

If $R$ is an integral domain, then
(a) If $f, g \in R[x]$, then $\operatorname{deg}(f g)=\operatorname{deg}(f)+\operatorname{deg}(g)$.
(b) $R[x]$ is an integral domain.

## Proof:

(a) Formula is true if $f$ or $g$ is zero, so suppose $f, g \neq 0$. Let $f=\sum_{i=0}^{n} a_{i} x^{i}, g=\sum_{i=0}^{m} b_{i} x^{i}$, where $a_{n}, b_{m} \neq 0$. Then $f g=a_{n} b_{m} x^{n+m}+$ lower degree terms. Since $R$ is a domain, $a_{n} b_{m} \neq 0$, so $\operatorname{deg}(f g)=n+m=\operatorname{deg}(f)+\operatorname{deg}(g)$
(b) Suppose $f, g \neq 0$ and $f g=0$. Then $\operatorname{deg}(f g)=-\infty$ so by (a), must have $\operatorname{deg}(f)=-\infty$ or $\operatorname{deg}(g)=-\infty$.

## Proposition 10.15

If $R$ is a subring of a field $\mathbb{K}$, then $R$ is a domain.

Proof:
$\mathbb{K}$ is commutative and $1_{\mathbb{K}} \neq 0_{\mathbb{K}}$. So $R$ is commutative and $1_{R} \neq 0_{R}$. If $x$ is a non-zero element of $R$, and $x y=0$ for $y \in R$, then $y=x^{-1} x y=0$ in $\mathbb{K}$, and hence $y=0$ in $R$. So $R$ has no zero divisors.
Example:
$\mathbb{Z}$ is a subring of $\mathbb{Q}$, and hence a domain.

## Proposition 10.16

If $\alpha \in \mathbb{C}$ satisfies $\alpha^{2} \in \mathbb{Z}$, then

$$
\mathbb{Z}[\alpha]=\{a+b \alpha: a, b \in \mathbb{Z}\}
$$

is a subring of $\mathbb{C}$.

This leads to interesting domains like the Gaussian integers $\mathbb{Z}[i]=\{a+b i: a, b \in \mathbb{Z}\}$.

### 10.6 Prime ideals

Can we construct interesting domains of the form $R[x] /(p)$ ? where $R$ is integral domain and $p \in R[x]$. We need to know: Suppose $\mathcal{I}$ is an ideal of a commutative ring $R$. When is $R / \mathcal{I}$ an integral domain?

Suppose $R / \mathcal{I}$ is an integral domain. If $\bar{a} \cdot \bar{b}=0$ in $R / \mathcal{I}$ for some $a, b \in R$, then one of $\bar{a}, \bar{b}$ is o in $R / \mathcal{I}$. Of course, $\bar{r}=0$ if $R / \mathcal{I}$ if and only if $r \in \mathcal{I}$. So $\bar{a} \cdot \bar{b}=0$ in $R / \mathcal{I}$ if and only $a b \in \mathcal{I}$, and one of $\bar{a}, \bar{b}$ is zero in $R / \mathcal{I}$ if and only if one of $a, b$ is in $\mathcal{I}$.

## prime ideal

Let $R$ be a commutative ring. Then an ideal $\mathcal{I}$ is prime if $\mathcal{I} \subsetneq R$ and if $a b \in \mathcal{I}$ for $a, b \in R$, then at least one of $a, b$ is in $\mathcal{I}$.

## Theorem 10.17

Let $\mathcal{I}$ be an ideal in a commutative ring $R$. Then $R / \mathcal{I}$ is an integral domain if and only $\mathcal{I}$ is a prime ideal.

## Example:

If $\mathcal{I}$ is a maximal ideal of a commutative ring $R$, then $R / \mathcal{I}$ is a field, and hence a domain. So maximal ideals are prime.
$\mathbb{Z} / n \mathbb{Z}$ is an integral domain if and only if $n$ is prime. So $n \mathbb{Z}$ is a prime ideal if and only if $n$ is prime. ${ }^{a}$

Previously: $\mathbb{K}[x, y] /\left(y-x^{2}\right) \cong \mathbb{K}[x]$, a domain but not a field. So $\left(y-x^{2}\right)$ is a prime ideal which is not maximal.
${ }^{a}$ this is wrong, see page 149
Proof:
Since $R$ is commutative and $R \rightarrow R / \mathcal{I}: r \mapsto \bar{r}$ is surjective, $R / \mathcal{I}$ is commutative for any ideal $\mathcal{I}$, and $R / \mathcal{I}$ is zero $\Longleftrightarrow \mathcal{I}=R$. Using surjectivity of $R \rightarrow R / \mathcal{I}$ again, $R / \mathcal{I}$ has no zero divisors if and only if for $a, b \in R$, if $\bar{a} \cdot \bar{b}=0$ in $R / \mathcal{I}$, then one of $\bar{a}, \bar{b}$ is o in $R / \mathcal{I}$. Since $\bar{r}=0$ in $R / \mathcal{I} \Longleftrightarrow r \in \mathcal{I}, R / \mathcal{I}$ has no zero divisors if and only if for all $a, b \in R$, if $a b \in \mathcal{I}$, then one of $a, b$ is in $\mathcal{I}$.

So $R / \mathcal{I}$ is an integral domain if and only if $\mathcal{I}$ is prime.
We'll have more to say in a week about when an ideal is prime. For now, we'll do one reason that an ideal might not be prime.

## Lemma 10.18

If $R$ is an integral domain, and $f, g \in R[x]$ have degree $\geq 1$, then $f g R[x]$ is not prime (so $R / f g R[x]$ is not an integral domain).

Intuition: if $h \in R[x]$ factors into a product of lower degree polynomials, then the principal ideal $h R[x]$ is not prime.

Proof:
We know $\operatorname{deg}(f g h) \geq \operatorname{deg}(f g)=\operatorname{deg}(f)+\operatorname{deg}(g)>\operatorname{deg}(f), \operatorname{deg}(g)$ for all non-zero $h \in R[x]$. So $f g \in f g R[x]$, but $f, g \notin f g R[x]$. Since if $f, g \in f g R[x]$, we have $\operatorname{deg}(f g h)=\operatorname{deg}(f)$ or $\operatorname{deg}(f g h)=$ $\operatorname{deg}(g)$ for some $h$, contradiction. Thus we conclude that $f g R[x]$ is not prime.

Example:
Since $\left(x^{2}+1\right)$ is maximal in $\mathbb{R}[x],\left(x^{2}+1\right)$ is prime. However, $\left(x^{2}+1\right)$ is not prime in $\mathbb{C}[x]$, since $\left(x^{2}+1\right)=(x-i)(x+i)$ in $\mathbb{C}[x]$.

As the previous example shows, whether or not a polynomial factors can be subtle, since it depends on the coefficient ring.

Example:
$\left(x^{2}+1\right)$ is not prime in $\mathbb{Z}_{2}[x]$ as $(x+1)^{2}=x^{2}+2 x+1=x^{2}+1$.
On the other hand, in $\mathbb{Z}_{3}[x]$, can check that $(a x+b)(c x+d) \neq x^{2}+1$ for all $a, b, c, d \in \mathbb{Z}_{3}$, so $x^{2}+1$ does not factor. Later we will see that $\left(x^{2}+1\right)$ is prime.
$\mathbb{C}[x] /\left(x^{2}+1\right)$ is a ring containing $\mathbb{C}$ and an additional element $x \notin \mathbb{C}$ such that $x^{2}=-1$. However, $\mathbb{C}[x] /\left(x^{2}+1\right)$ is not a domain.

However, suppose we want a domain containing $\mathbb{C}$ and an additional element $x \notin \mathbb{C}$ such that $x^{2}=-1$.

## Proposition 10.19

Suppose $R$ is a subring of a domain $S$, and $x$ is an element of $S$ such that $x^{2}=t^{2}$ for some $t \in R$.
Then $x=t$ or $x=-t$.

## Proof:

If $x^{2}=t^{2}$, then $x^{2}-t^{2}=0$, so $(x-t)(x+t)=0$. Since $S$ is a domain, one of $x-t$ or $x+t$ must be zero.

Since $i^{2}=-1$ in $\mathbb{C}$, there is no domain containing $\mathbb{C}$ and an additional element $x \notin \mathbb{C}$ such that $x^{2}=-1$.

## 11

## Fields of fractions and CRT

### 11.1 Fields of fractions

Recall Proposition 10.15.

## Theorem 11.1

A ring $R$ is an integral domain if and only if it is (isomorphic to) a subring of a field.

## Example:

$\mathbb{Z}$ is a subring of $\mathbb{Q}$ (and also of $\mathbb{R}, \mathbb{C}$ )
$\mathbb{Q}[x]$ is a subring of $\mathbb{Q}(x)$, the ring of rational functions

$$
\mathbb{Q}(x)=\left\{\frac{f(x)}{g(x)}: f, g \in \mathbb{Q}[x], g \neq 0\right\}
$$

Strategy for proof of theorem: we've already done $\Leftarrow$. For $\Rightarrow$ : given $R$, need to construct a field $\mathbb{K}$ containing $R$. For $\mathbb{Z}$ we could pick $\mathbb{Q}, \mathbb{R}, \mathbb{C}$ or $\mathbb{Q}(x)$. Which field should we pick?

## Lemma 11.2

Let $\mathbb{K}$ be a field containing $\mathbb{Z}$ as a subring. Then $\mathbb{K}$ contains $\mathbb{Q}$ as a subfield.

## Note:

$\mathbb{K}$ containing $\mathbb{Z}$ as a subring means that there is an isomorphism $\phi: \mathbb{Z} \rightarrow R$, where $R$ is a subring of $\mathbb{K}$.

By the first isomorphism theorem, this is the same as saying that there is an injective homomorphism $\phi: \mathbb{Z} \rightarrow \mathbb{K}$.
$\phi$ is called the subring inclusion map, since it's like the inclusion map $R \hookrightarrow \mathbb{K}: x \mapsto x$ for the actual subring.

Proof:
Let $\phi: \mathbb{Z} \rightarrow \mathbb{K}$ be the subgroup inclusion map. Define $\psi: \mathbb{Q} \rightarrow \mathbb{K}$ by $\frac{a}{b} \mapsto \phi(a) \phi(b)^{-1}$. Is this map well-defined?

Suppose $\frac{a}{b}=\frac{c}{d}$, so $a d=b c$. Then

$$
\phi(a) \phi(d)=\phi(a d)=\phi(b c)=\phi(b) \phi(c)
$$

so $\phi(a) \phi(b)^{-1}=\phi(c) \phi(d)^{-1} \Longrightarrow \psi$ is well-defined.
It's not hard to see $\psi$ is a ring homomorphism. Any map from a field is injective, so $\psi$ is an injective morphism.

How do we get $\mathbb{Q}$ from $\mathbb{Z}$ ?

- Elements are $\frac{a}{b}, a, b \in \mathbb{Z}, b \neq 0$.
- $\frac{a}{b}=\frac{c}{d} \Longleftrightarrow a d=b c$
- Operations:

$$
\frac{a}{b}+\frac{c}{d}=\frac{a d+b c}{b d} \text { and } \frac{a}{b} \cdot \frac{c}{d}=\frac{a c}{b d}
$$

- Zero element is $\frac{0}{1}$, identity is $\frac{1}{1}$, and $\left(\frac{a}{b}\right)^{-1}=\frac{b}{a}$ if $a \neq 0$.
- Why can't we take $\frac{a}{0}$ ?

Including $\frac{a}{0}$ for any $a$ means we have to include $\frac{0}{1} \cdot \frac{a}{0}=\frac{0}{0}$. Since $0 \cdot a=0 \cdot b$ for all $b$, we have $\frac{a}{b}=\frac{0}{0}$ for all $a, b \in \mathbb{Z}$. But then $\frac{a}{b}=\frac{a^{\prime}}{b^{\prime}}$ for all $a, b, a^{\prime}, b^{\prime} \in \mathbb{Z}$.

Field of fractions $Q$ of an integral domain $R$ is defined as follows:

- Elements are $\frac{a}{b}, a, b \in \mathbb{Z}, b \neq 0$.
- $\frac{a}{b}=\frac{c}{d} \Longleftrightarrow a d=b c$
- Operations:

$$
\frac{a}{b}+\frac{c}{d}=\frac{a d+b c}{b d} \text { and } \frac{a}{b} \cdot \frac{c}{d}=\frac{a c}{b d}
$$

- Zero element is $\frac{0}{1}$, identity is $\frac{1}{1}$, and $\left(\frac{a}{b}\right)^{-1}=\frac{b}{a}$ if $a \neq 0$.
- Why can't we include zero divisors?

If $y z=0, y, z, \neq 0$, then $\frac{0}{y} \cdot \frac{0}{z}=\frac{0}{0}$. Once again we get $\frac{a}{b}=\frac{0}{0}=\frac{a^{\prime}}{b^{\prime}}$ for all $a, b, a^{\prime}, b^{\prime} \in R$.

### 11.2 Localization

Suppose we have a commutative ring $R$, and we want to make a ring of fractions $\frac{a}{b}$ with $a, b \in R$.
Operations should be

$$
\frac{a}{b}+\frac{c}{d}=\frac{a d+b c}{b d} \text { and } \frac{a}{b} \cdot \frac{c}{d}=\frac{a c}{b d}
$$

so zero should be $\frac{0}{1}$ and identity should be $\frac{1}{1}$.
Let $S$ be the set of elements that can go in the denominator. We've already seen that $S$ shouldn't contain o or any zero divisors. To have identities, and for operations to be well-defined, want:

## multiplicatively closed

We say that a subset $S$ of a ring $R$ is multiplicatively closed if and only if $1 \in S$, and if $b, d \in S$, then $b d \in S$.

## Theorem (Informal version)

Let $R$ be a commutative ring, and let $S$ be a multiplicatively closed subset of $R$ which does not contain o or any zero divisors.

Then there is a commutative ring $Q$ containing $R$ as a subring, such that
(a) every element of $S$ is a unit in $Q$, and
(b) if $T$ is a ring containing $R$ as a subring such that every element of $S$ is a unit in $T$, then $T$ contains $Q$ as a subring.

Part (a): because we can put $a \in S$ in denominator, then we can talk about $\frac{1}{a}$. Part (b): $Q$ is the smallest possible commutative ring containing $R$ satisfying (a).

## Theorem 11.3: (Stronger + formal version)

Let $R$ be a commutative ring, and let $S$ be a multiplicatively closed subset of $R$ which does not contain o or any zero divisors.

Then there is a commutative ring $Q$ and an injective morphism $\phi: R \rightarrow Q$ such that
(a) $\phi(a) \in Q^{\times}$for all $a \in S$, and
(b) if $\psi: R \rightarrow T$ is a morphism s.t. $\psi(x) \in T^{\times}$for all $x \in S$, then there is a morphism $\tilde{\psi}: Q \rightarrow R$ such that $\tilde{\psi} \circ \phi=\psi$.

## Remark:

Note that this theorem didn't say anything about the uniqueness of the ring due to lack of one condition. See the next section for correction.


Note since $\tilde{\psi} \circ \phi=\psi$, if $a \in S$, then $\tilde{\psi} \circ \phi(a)=\psi(a)$, and $\tilde{\psi}\left(\phi(a)^{-1}\right)=\tilde{\psi}(\phi(a))^{-1}=\psi(a)^{-1}$.

## localization of $R$ at $S$

The ring $Q$ from the theorem is called the localization of $R$ at $S$ (or with respect to $S$ ), and is denoted by $S^{-1} R$.

Proof:
Let $Q_{0}:=\{(a, b): a \in R, b \in S\}$, and define an equivalence relation $\sim$ on $Q_{0}$ by $(a, b) \sim(c, d)$ if $a d=b c$. Let's show that $\sim$ is an equivalence relation.

- $(a, b) \sim(a, b)$ since by commutativity, $a b=b a$.
- If $(a, b) \sim(c, d)$ then commutativity again implies $c b=d a$, so $(c, d) \sim(a, b)$.
- If $(a, b) \sim(c, d) \sim(e, f)$, then $a d=b c$ and $c f=d e$, so $a f d=b c f=b e d$. Since $d \in S, d$ is not zero or a zero divisor, so $a f=b e$ by cancellation law. So $(a, b) \sim(e, f)$.

Let $Q=Q_{0} / \sim$ be the set of equivalence classes of $\sim$.


Now let's put a ring structure on $Q$.

$$
\text { Define } \frac{a}{b}+\frac{c}{d}=\frac{a d+b c}{b d} \text { and } \frac{a}{b} \cdot \frac{c}{d}=\frac{a c}{b d}
$$

We want to first show,$+ \cdot$ are well-defined. Because $S$ is multiplicatively closed, if $a, c \in R, b, d \in S$, then $[(a d+b c, b d)]$ and $[(a c, b d)]$ are well-defined elements of $Q$.

So $([(a, b)],[(c, d)]) R[(a d+b c, b d)]$ is a well-defined relation between $Q \times Q$ and $Q$, and similar with $\cdot$.

Suppose $[(a, b)]=\left[\left(a^{\prime}, b^{\prime}\right)\right]$, and $[(c, d)]=\left[\left(c^{\prime}, d^{\prime}\right)\right]$, so $a b^{\prime}=b^{\prime} a$ and $c d^{\prime}=d c^{\prime}$.
Then $(a d+b c)\left(b^{\prime} d^{\prime}\right)=b a^{\prime} d d^{\prime}+b b^{\prime} d c^{\prime}=\left(a^{\prime} d^{\prime}+b^{\prime} c^{\prime}\right)(b d)$ and $(a c)\left(b^{\prime} d^{\prime}\right)=b a^{\prime} d c^{\prime}=(b d)\left(a^{\prime} c^{\prime}\right)$, so

$$
\frac{a d+b c}{b d}=\frac{a^{\prime} d^{\prime}+b^{\prime} c^{\prime}}{b^{\prime} d^{\prime}} \text { and } \frac{a c}{b d}=\frac{a^{\prime} c^{\prime}}{b^{\prime} d^{\prime}}
$$

Thus the operations + and $\cdot$ are well-defined.
Have,$+ \cdot$ well-defined, so let's show that $(Q,+)$ is abelian group.


$$
\begin{gathered}
\left(\frac{a}{b}+\frac{c}{d}\right)+\frac{e}{f}=\frac{a d+b c}{b d}+\frac{e}{f}=\frac{a d f+b c f+e b d}{b d f}=\frac{a}{b}+\left(\frac{c}{d}+\frac{e}{f}\right), \\
\frac{a}{b}+\frac{c}{d}=\frac{a d+b c}{b d}=\frac{c}{d}+\frac{a}{b^{\prime}}, \quad \frac{a}{b}+\frac{0}{1}=\frac{a \cdot 1+b \cdot 0}{b 1}=\frac{a}{b^{\prime}} \\
\text { and } \frac{a}{b}+\frac{-a}{b}=\frac{a b-b a}{b^{2}}=\frac{0}{b^{2}}=\frac{0}{1}
\end{gathered}
$$

for all $a, c, e \in R$ and $b, d, f \in S$.


Next, need to show that $(Q,+, \cdot)$ is a commutative ring.
For all $a, c, e \in R$ and $b, d, f \in S$,

$$
\frac{a}{b} \cdot \frac{c}{d}=\frac{a b}{c d}=\frac{b a}{d c}=\frac{c}{d} \cdot \frac{a}{b}, \quad\left(\frac{a}{b} \cdot \frac{c}{d}\right) \cdot \frac{e}{f}=\frac{a c e}{b d f}=\frac{a}{b} \cdot\left(\frac{c}{d} \cdot \frac{e}{f}\right)
$$

so $\cdot$ is associative and commutative.


Finally

$$
\frac{a}{b}\left(\frac{c}{d}+\frac{e}{f}\right)=\frac{a}{b} \cdot \frac{c f+d e}{d f}=\frac{a c f+a d e}{b d f}=\frac{a c f b+a d e b}{b^{2} d f}=\frac{a c}{b d}+\frac{a e}{b f}
$$

So $(Q,+, \cdot)$ is a ring.
Now we can define $\phi: R \rightarrow Q: a \mapsto \frac{a}{1}$.
To check that this is a homomorphism, have

$$
\phi(1)=\frac{1}{1}, \quad \phi(a+b)=\frac{a+b}{1}=\frac{a}{1}+\frac{b}{1} \text { and } \phi(a b)=\frac{a b}{1}=\frac{a}{1} \cdot \frac{b}{1}
$$

for all $a, b \in R$.
If $\phi(a)=\phi(b)$, then $\frac{a}{1}=\frac{b}{1} \Longrightarrow a=a \cdot 1=b \cdot 1=b$. So $\phi$ is injective.
Also, if $a \in S$, then $\frac{a}{1} \cdot \frac{1}{a}=\frac{a}{a}=\frac{1}{1}$, so $\phi(a) \in Q^{\times}$for all $a \in S$. So this proves (a) of the theorem.
This leaves part (b).
Suppose $\psi: R \rightarrow T$ is a morphism s.t. $\psi(a) \in T^{\times}$for all $a \in S . \operatorname{Im} \psi \cong R / \operatorname{ker} \phi$ is commutative, so can assume $T$ is commutative.
(Exercise: if $a b=b a$ for $a \in T^{\times}, b \in T$, then $a^{-1} b=b a^{-1}$.) With this fact, elements of $T$ is either in $\operatorname{Im} \psi$ or $(\operatorname{Im} \psi)^{-1}$. Then every pair of elements in $T$ commute.


Since $\psi(b) \in T^{\times}$if $b \in S, \psi(a) \psi(b)^{-1}$ is well-defined in $T$. To see that $\tilde{\psi}$ is well-defined, suppose that $\frac{a}{b}=\frac{c}{d}$. Then $a d=b c$ so $\psi(a) \psi(d)=\psi(b) \psi(c) \Longrightarrow \psi(a) \psi(b)^{-1}=\psi(c) \psi(d)^{-1}$. So $\tilde{\psi}$ is well-defined.

Also $\tilde{\psi} \circ \phi(a)=\tilde{\psi}\left(\frac{a}{1}\right)=\psi(a) \psi(1)^{-1}=\psi(a)$ for all $a \in R$, so $\tilde{\psi} \circ \phi=\psi$.

To finish, just need to show that $\tilde{\psi}$ is a homomorphism:

$$
\begin{gathered}
\tilde{\psi}\left(\frac{1}{1}\right)=\psi(1) \psi(1)^{-1}=1 \\
\tilde{\psi}\left(\frac{a}{b}+\frac{c}{d}\right)=\tilde{\psi}\left(\frac{a d+b c}{b d}\right)=\psi(a d+b c) \psi(b d)^{-1} \\
=\psi(a) \psi(b)^{-1}+\psi(c) \psi(d)^{-1}=\tilde{\psi}\left(\frac{a}{b}\right)+\tilde{\psi}\left(\frac{c}{d}\right)
\end{gathered}
$$

and

$$
\begin{aligned}
\tilde{\psi}\left(\frac{a}{b} \cdot \frac{c}{d}\right) & =\tilde{\psi}\left(\frac{a c}{b d}\right)=\psi(a c) \psi(b d)^{-1} \\
& =\psi(a) \psi(b)^{-1} \psi(c) \psi(d)^{-1}=\tilde{\psi}\left(\frac{a}{b}\right) \cdot \tilde{\psi}\left(\frac{c}{d}\right)
\end{aligned}
$$

for all $a, c \in R, b, c \in S$, so $\tilde{\psi}$ is a homomorphism.

### 11.3 Uniqueness of localization

Recall Theorem 11.3, is it ok to talk about the ring from the theorem? (rather than from the proof of the theorem)

No! We omitted a condition out of the theorem. The problem is the condition (b) here doesn't adequately express the idea that $Q$ is the smallest possible ring containing $R$ as a subring and satisfying (a).

## Lemma 11.4

If $Q$ is the ring from the proof of Theorem 11.3, and $\phi: R \rightarrow Q$ is the inclusion, then all elements of $Q$ are of the form $\phi(a) \phi(b)^{-1}$ for $a \in R, b \in S$.

Proof:
All elements of $Q$ are of the form $\frac{a}{b}$ for $a \in R, b \in S$, and $\phi: R \rightarrow Q$ is defined by $\phi(a)=\frac{a}{1}$.

## Theorem 11.5: Corrected localization theorem

Let $R$ be a commutative ring, and let $S$ be a multiplicatively closed subset of $R$ which does not contain o or any zero divisors.

Then there is a commutative ring $Q$ and an injective morphism $\phi: R \rightarrow Q$ such that
(a) $\phi(a) \in Q^{\times}$for all $a \in S$, and every element of $Q$ is of the form $\phi(a) \phi(b)^{-1}$ for $a \in R, b \in S$, and
(b) if $\psi: R \rightarrow T$ is a morphism s.t. $\psi(x) \in T^{\times}$for all $x \in S$, then there is a morphism $\tilde{\psi}: Q \rightarrow R$ such that $\tilde{\psi} \circ \phi=\psi$.

## Corollary 11.6

Let $S$ be a multiplicatively closed subset of a ring $R$, which does not contain o or any zero divisors. If $Q_{i}$ and $\phi_{i}$ are a commutative ring and an injective homomorphism satisfying (a) and (b) from the theorem, $i=1,2$ then there is an isomorphism $\alpha: Q_{1} \rightarrow Q_{2}$ such that $\alpha \circ \phi_{1}=\phi_{2}$.


Proof:
Since $\phi_{i}(a) \in Q_{i}^{\times}$for all $a \in S, i=1,2$ can apply part (b) of the theorem to get morphisms $\alpha: Q_{1} \rightarrow Q_{2}$ and $\beta: Q_{2} \rightarrow Q_{1}$ with $\alpha \circ \phi_{1}=\phi_{2}$, and $\beta \circ \phi_{2}=\phi_{1}$.


Suppose $x \in Q_{1}$. By part (a) of the theorem, $x=\phi_{1}(a) \phi_{1}(b)^{-1}$ for $a \in R, b \in S$. Since $\alpha\left(\phi_{1}(b)\right)=$ $\phi_{2}(b), \alpha(x)=\phi_{2}(a) \phi_{2}(b)^{-1}$. So $\beta(\alpha(x))=\phi_{1}(a) \phi_{1}(b)^{-1}=x$. Conclusion, $\beta$ is left inverse to $\alpha$. By symmetry, $\alpha$ is a left inverse to $\beta$, so $\alpha$ and $\beta$ are inverses, and $\alpha$ is an isomorphism.

By Corollary, we can talk about the ring from the theorem:

## localization of $R$ at $S$

The ring $Q$ from the theorem is called the localization of $R$ at $S$ (or with respect to $S$ ), and is denoted by $S^{-1} R$.

With this definition, $S^{-1} R$ is only defined up to isomorphism. Usually just take $S^{-1} R$ to be the ring from proof of the theorem.

## Exercise:

Show that if we can leave out the requirement that every element of $Q$ is of the form $\phi(a) \phi(b)^{-1}$ for some $a \in R, b \in S$, then there can be non-isomorphic rings satisfying conditions (a) and (b).

Hint: show that you can replace $Q$ with $Q[x]$ and it will satisfy part (a) and (b).

### 11.4 Examples of localization

## Lemma 11.7

Let $R$ be an integral domain. Then $S=R \backslash\{0\}$ is multiplicatively closed and does not contain o or any zero divisors. Also $S^{-1} R$ is a field.

## Proof:

Because $R$ is a subring of $S^{-1} R, S^{-1} R$ is non-zero. Suppose $\frac{a}{b} \in S^{-1} R$. Then $\frac{a}{b}=\frac{0}{1}$ if and only if $a=0$. So if $\frac{a}{b} \neq 0$, then $\frac{a}{b}$ has an inverse, namely $\frac{b}{a}$.

## field of fractions of $R$

If $R$ is an integral domain, and $S=R \backslash\{0\}$, then $S^{-1} R$ is called the field of fractions of $R$.

## Theorem 11.8

A ring $R$ is an integral domain if and only if it is (isomorphic to) a subring of a field.

## Proof:

Already seen that every subring of a field is an integral domain. Conversely, every domain is a subring of its field of fractions.

## Lemma 11.9

The field of fractions of $\mathbb{Z}$ is $\mathbb{Q}$.

## Proof:

Clearly from the construction of $S^{-1} R$ that we get $\mathbb{Q}$.
Alternatively, can show $Q$ satisfies conditions (a) and (b) of corrected localization theorem.

## rational functions

Let $R$ be a domain. The field of fractions of $R[x]$ is denoted by $R(x)$, and is called the field of rational functions over $R$.

By construction, $R[x]$ consists of fractions $\frac{f(x)}{g(x)}$ with $f, g \in R[x]$, and $g \neq 0$.

## Lemma 11.10

Let $Q$ be the field of fractions of a domain $R$. Then $Q(x)=R(x)$.

## Proof:

Since $R[x]$ is a subring of $Q[x]$, then there is an injective morphism $\phi: R[x] \rightarrow Q(x)$.
By part (b) of localization theorem, there is a homomorphism $R(x) \rightarrow Q(x)$ sending $\frac{f(x)}{g(x)} \in R(x)$ to the same fraction in $Q(x)$.

Since $R(x)$ is a field, this homomorphism is injective. But $R(x)$ contains $\frac{a}{b}$ for any $a, b \in R, b \neq 0$, so homomorphism $R(x) \rightarrow Q(x)$ is onto.

So for rational functions, can assume coefficients form a field.
Suppose $\mathbb{K}$ is a field. Why do we call functions $\frac{f(x)}{g(x)} \in \mathbb{K}(x)$ rational functions?
Suppose we are given $c \in \mathbb{K}$. If $g(c) \neq 0$, then $\frac{f(c)}{g(c)} \in \mathbb{K}$.

## domain $D(F)$

The domain $D(F)$ of $F \in \mathbb{K}(x)$ is the set of points $c \in \mathbb{K}$ such that $F=\frac{f(x)}{g(x)}$ for some $f, g \in \mathbb{K}[x]$ with $g(c) \neq 0$.

Can have $f, g \in \mathbb{K}[x]$ such that $g(c)=0$, but $c \in D(f / g)$.

## Lemma 11.11

$F \in \mathbb{K}(x)$ defines a function $D(F) \rightarrow \mathbb{K}: c \mapsto f(c) / g(c)$, where $f, g \in \mathbb{K}[x]$ are chosen such that $F=f / g$ and $g(c) \neq 0$.

Again, we pick $f, g$ after we know what $c$ is.

## Example:

Let $F=\frac{1}{x(x-1)(x+1)} \in \mathbb{C}(x)$. If $F=\frac{f}{g}$, then $g(x)=x(x-1)(x+1) f(x)$, so $g(c)=0$ for $c \in$ $\{0,1,-1\}$. Conclusion, $D(F)=\mathbb{C} \backslash\{0,1,-1\}$.

So $F$ defines a function $\mathbb{C} \backslash\{0,1,-1\} \rightarrow \mathbb{C}: c \mapsto \frac{1}{c(c-1)(c+1)}$.
Exercise: $D(F)=\mathbb{C} \Longleftrightarrow F \in \mathbb{C}[x]$ (more about this later)
Intuition: functions defined on all $\mathbb{C}$ are polynomials.
Localization of $\mathbb{C}[x]$ at $c \in \mathbb{C}$ is the set of rational functions $F \in \mathbb{C}(x)$ with $c \in D(F)$. (Intuition: focus in on $c$, expand $\mathbb{C}[x]$ )

## Lemma 11.12

Let $\mathbb{K}$ be a field, and $c \in \mathbb{K}$. Then $R(c)=\{F \in \mathbb{K}(x): c \in D(F)\}$ is a subring of $\mathbb{K}(x)$.

If $R$ is a domain, then $R \backslash\{0\}$ is multiplicatively closed.

## Lemma 11.13

Let $\mathcal{P}$ be an ideal of a commutative ring $R$. Then $R \backslash \mathcal{P}$ is multiplicatively closed if and only if $\mathcal{P}$ is prime.

Note: If $\mathcal{P}$ is a prime ideal of a domain $R$, then $S=R \backslash \mathcal{P}$ doesn't contain o or any zero divisors.

## localization of $R$ at $\mathcal{P}$

Let $\mathcal{P}$ be a prime ideal of a domain $R$. The localization of $R$ at $\mathcal{P}$ is the ring $R_{\mathcal{P}}:=S^{-1} R$, where $S=R \backslash \mathcal{P}$.

Further reading: there's a more general version of localization where $S$ can contain zero divisors, and this can be used to define $R_{\mathcal{P}}$ when $R$ is not a domain.

## Lemma 11.14

Let $\mathbb{K}$ be a field and $c \in \mathbb{K}$, so that $(x-c)$ is a maximal ideal in $\mathbb{K}[x]$. Then the localization $\mathbb{K}[x]_{(x-c)}$ is isomorphic to the subring $R(c) \subseteq \mathbb{K}(x)$ of rational functions with $c$ in the domain.

This chain of examples is why $S^{-1} R$ called a "localization".

## Proposition 11.15

Let $\mathcal{P}$ be a prime ideal in a domain $R$. Then $R_{\mathcal{P}}$ has a unique maximal ideal.

## local

A commutative ring $R$ is local if it has a unique maximal ideal.

## Example:

Let $p$ be a prime in $\mathbb{Z}$, so that $(p)$ is prime.
$S=\mathbb{Z} \backslash(p)$ is the set of numbers in $\mathbb{Z}$ which are not divisible by $p$. Then
$\mathbb{Z}_{(p)}=\left\{\frac{a}{b}: a, b \in \mathbb{Z}, b \notin(p)\right\} \subseteq \mathbb{Q}$.

### 11.5 Products of ideals

## product ideal

Let $\mathcal{I}$ and $\mathcal{J}$ be ideals in a ring $R$. The product ideal $\mathcal{I} \mathcal{J}$ is the ideal

$$
(\{a b: a \in \mathcal{I}, b \in \mathcal{J}\})
$$

i.e., the ideal generated by products of elements from $\mathcal{I}$ and $\mathcal{J}$.

## Example:

If $R$ is commutative, then $R f \cdot R g=R f g$. For instance, in $\mathbb{Z}[x],(x)^{2}=\left(x^{2}\right)$.
In $\mathbb{Z}[x, y],(x, y)^{2}$ contains $x^{2}, y^{2}$, and $x y$, but not $x$ or $y$. Note that $x^{2}+y^{2}$ is in $(x, y)^{2}$, but since it doesn't factor, it's not true that every element of $\mathcal{I} \mathcal{J}$ is a product of elements of $\mathcal{I}$ and $\mathcal{J}$.

## Lemma 11.16

Let $\mathcal{I}, \mathcal{J}$ be ideals in a ring $R$.

1. $\mathcal{I} \mathcal{J}=\left\{\sum_{i=1}^{k} a_{i} b_{i}: k \geq 0, a_{i} \in \mathcal{I}, b_{i} \in \mathcal{J}\right\}$.
2. If $R$ is commutative, and $\mathcal{I}=(S), \mathcal{J}=(T)$, then $\mathcal{I} \mathcal{J}=(\{a b: a \in S, b \in T\})$.

## Note:

Another way to say (1) is that $\mathcal{I} \mathcal{J}$ is the subgroup of $R^{+}$generated by products of elements of $\mathcal{I}$ and $\mathcal{J}$.

The reason we need $R$ to be commutative in (2) is so that we don't need to include elements of the form arb for $a \in S, b \in T$, and $r \in R$.

Proof:

1. Let $K$ be the RHS. If $x \in K$, then $-x \in K$, and $K$ is closed under addition, so $K$ is a subgroup.

If $r, s \in R$, and $x=\sum_{i=1}^{k} a_{i} b_{i} \in K$ for $a_{i} \in \mathcal{I}, b_{i} \in \mathcal{J}$, then $r x s=\sum_{i=1}\left(r a_{i}\right)\left(b_{i} s\right) \in K$, since $r a_{i} \in \mathcal{I}, b_{i} s \in \mathcal{J}$.

So $K$ is an ideal. Since $K$ contains the generating set for $\mathcal{I} \mathcal{J}$, and is clearly contained in $\mathcal{I} \mathcal{J}$, must have $\mathcal{I} \mathcal{J}=\mathcal{K}$.
2. Clearly RHS $\subseteq \mathcal{I} \mathcal{J}$, so just need to show $\mathcal{I} \mathcal{J} \subseteq$ RHS. Suppose $x \in \mathcal{I}, y \in \mathcal{J}$. Then $x=$ $\sum a_{i} s_{i}, a_{i} \in R, s_{i} \in S$, and $y=\sum b_{i} t_{i}, b_{i} \in R, t_{i} \in T$. So $x y=\sum_{i, j} a_{i} b_{j} s_{i} t_{j} \in$ RHS.

Since RHS contains generators for $\mathcal{I} \mathcal{J}$, it contains $\mathcal{I} \mathcal{J}$.

## Lemma 11.17

Let $\mathcal{I}$ and $\mathcal{J}$ be ideals in a ring $R$. Then $\mathcal{I} \mathcal{J} \subseteq \mathcal{I} \cap \mathcal{J}$.

```
Proof:
If }a\in\mathcal{I},b\in\mathcal{J}\mathrm{ , then }ab\in\mathcal{I}\cap\mathcal{J}\mathrm{ , so }\mathcal{I}\cap\mathcal{J}\mathrm{ contains a generating set for }\mathcal{I}\mathcal{J}\mathrm{ . Since }\mathcal{I}\cap\mathcal{J}\mathrm{ is an
ideal, I\mathcal{J}\subseteq\mathcal{I}\cap\mathcal{J}.
Example:
Consider \mathcal{I}=(xy) and \mathcal{J}=(yz) in R[x,y,z],R commutative. Then \mathcal{IJ}=(x\mp@subsup{y}{}{2}z),\mathrm{ but }xyz\in\mathcal{I}\cap\mathcal{J}.
So it's not necessarily true that \mathcal{IJ}=\mathcal{I}\cap\mathcal{J}
Example:
Suppose \mathcal{I}=(x) and }\mathcal{J}=(y)\mathrm{ in }\mathbb{Z}[x,y]
f\in\mathcal{I}(resp \mathcal{J}) if and only if every monomial contains a positive power of x (resp y). So f}\in\mathcal{I}\cap\mathcal{J
if and only if every monomial of f}\mathrm{ contains a positive power of both }x\mathrm{ and }y\mathrm{ .
So \mathcal{I}\cap\mathcal{J}=(xy)=\mathcal{I}\mathcal{J}}\mathrm{ .
```

It's an interesting question in commutative algebra: when $\mathcal{I} \mathcal{J}=\mathcal{I} \cap \mathcal{J}$.

### 11.6 Generalizing the CRT

Recall from group theory: If $m, n \geq 0, \operatorname{gcd}(m, n)=1$, then $\mathbb{Z} / m n \mathbb{Z} \cong \mathbb{Z} / m \mathbb{Z} \times \mathbb{Z} / n \mathbb{Z}$
How did this group isomorphism work?

$$
\begin{array}{ccccc}
\mathbb{Z} / m n \mathbb{Z} & \rightarrow & n \mathbb{Z} / m n \mathbb{Z} \times m \mathbb{Z} / m n \mathbb{Z} & \rightarrow & \mathbb{Z} / m \mathbb{Z} \times \mathbb{Z} / n \mathbb{Z} \\
x & \mapsto & (n x, m x) & \mapsto & (x, x)
\end{array}
$$



Is there a connection with ring theory?
Well, $\operatorname{gcd}(m, n)=1$ if and only if $1 \mathrm{~cm}=m n$, where lcm is the least common multiple of $m$ and $n$ : the smallest integer $k \geq 0$ such that $k=x m=y n$ for $x, y \in \mathbb{Z}$.

## Lemma 11.18

$$
\operatorname{lcm}(m, n)=k, \text { where } k \geq 0 \text { and }(m) \cap(n)=(k)
$$

Proof:
$k=x m$ and $k=y n$ for some $x, y \in \mathbb{Z}$ if and only if $k \in(m) \cap(n)$. Since $\mathcal{I}=(m) \cap(n)$ is an ideal, $\mathcal{I}=(k)$ where $k$ is the smallest non-negative integer in $\mathcal{I}$.

CRT: If $(m) \cdot(n)=(m) \cap(n)$, then $\mathbb{Z} / m n \mathbb{Z} \cong \mathbb{Z} / m \mathbb{Z} \times \mathbb{Z} / n \mathbb{Z}$.

## Lemma 11.19

If $R, S$ and $T$ are rings, and $\phi: R \rightarrow S, \psi: R \rightarrow T$ are homomorphisms, then

$$
\phi \times \psi: R \rightarrow S \times T: r \mapsto(\phi(r), \psi(r))
$$

is a homomorphism.

Proof:
If $x, y \in R$, then

$$
(\phi \times \psi)(x y)=(\phi(x y), \psi(x y))=(\phi(x, \psi(x)))(\phi(y), \psi(y))=(\phi \times \psi)(x) \cdot(\phi \times \psi)(y)
$$

The rest of the proof is left as an exercise.
$\mathbb{Z} / m n \mathbb{Z} \rightarrow \mathbb{Z} / m \mathbb{Z} \times \mathbb{Z} / n \mathbb{Z}: x \mapsto(x, x)$ is the product $q_{1} \times q_{2}$, where $q_{1}: \mathbb{Z} / m n \mathbb{Z} \rightarrow \mathbb{Z} / m \mathbb{Z}$ and $q_{2}: \mathbb{Z} / m n \mathbb{Z} \rightarrow \mathbb{Z} / n \mathbb{Z}$ are the quotient maps.

Let $\mathcal{I}, \mathcal{J}$ be the ideals in $R$. Do we get a $\operatorname{map} R / \mathcal{I} \mathcal{J} \rightarrow R / \mathcal{I} \times R / \mathcal{J}: \bar{r} \mapsto(\bar{r}, \bar{r})$ ?

## Lemma 11.20

If $\mathcal{I}, \mathcal{J}$ are ideals in a ring $R$, and $\phi: q_{1} \times q_{2}: R \rightarrow R / \mathcal{I} \times R / \mathcal{J}$ where $q_{1}: R \rightarrow R / \mathcal{I}$ and $q_{2}: R \rightarrow R / \mathcal{J}$ are the quotient maps, then $\operatorname{ker} \phi=\mathcal{I} \cap \mathcal{J}$.

As a result, there is a homomorphism $\psi: R / \mathcal{I} \mathcal{J} \rightarrow R / \mathcal{I} \times R / \mathcal{J}$ such that $\psi(\bar{x})=\left(q_{1}(x), q_{2}(x)\right)$, and $\operatorname{ker} \psi=\mathcal{I} \cap \mathcal{J} / \mathcal{I} \mathcal{J}$.

Proof:
$x \in \operatorname{ker} \phi \Longleftrightarrow\left(q_{1}(x), q_{2}(x)\right)=(0,0) \Longleftrightarrow x \in \operatorname{ker} q_{1} \cap \operatorname{ker} q_{2}$.
For the second part, note that $\mathcal{I} \mathcal{J} \subseteq \mathcal{I} \cap \mathcal{J}=\operatorname{ker} \phi$. By the universal property of quotient rings. there is a homomorphism $\psi: R / \mathcal{I} \mathcal{J} \rightarrow R / \mathcal{I} \times R / \mathcal{J}$ such that $\psi(\bar{x})=\phi(x)$ for all $x \in R$, and $\operatorname{ker} \psi=\mathcal{I} \cap \mathcal{J} / \mathcal{I} \mathcal{J}$ by the correspondence theorem, since $\psi(\bar{x})=0 \Longleftrightarrow \phi(x)=0$.
Let $\mathcal{I}, \mathcal{J}$ be ideals in $R$. Is $\phi: R / \mathcal{I} \mathcal{J} \rightarrow R / \mathcal{I} \times R / \mathcal{J}: \bar{r} \mapsto(\bar{r}, \bar{r})$ a ring isomorphism? ${ }^{1}$
By Lemma $11.20, \phi$ is injective if and only if $\mathcal{I} \cap \mathcal{J}=\mathcal{I} \mathcal{J}$. Is injective sufficient to prove surjectivity?
Example:
Let $R=\mathbb{Z}, \mathcal{I}=(m), \mathcal{J}=(n)$. Then $|\mathbb{Z} / m n \mathbb{Z}|=m n=|\mathbb{Z} / m \mathbb{Z} \times \mathbb{Z} / n \mathbb{Z}|$. By pigeon-hole principle, $\phi$ is surjective if and only if $\phi$ is injective. Conclusion: TFAE:

1. $\phi$ is a group isomorphism
2. $\phi$ is a ring isomorphism
3. $(m) \cap(m)=(m n)$, i.e., $\operatorname{lcm}(m, n)=m n$, i.e., $\operatorname{gcd}(m, n)=1$.
[^1]
## Example:

Consider (2), (x) in $\mathbb{Z}[x]$. Not hard to see that $(2) \cap(x)=2 x$.
Is $\phi: \mathbb{Z}[x] /(2 x) \rightarrow \mathbb{Z}[x] /(2) \times \mathbb{Z}[x] /(x): p \mapsto(\bar{p}, \bar{p})$ surjective?
Suppose $p \in \mathbb{Z}[x]$ such that $p(x)=0$ in $\mathbb{Z}[x] /(2)$, so all coefficients of $p$ are even. But then $p(x)-1$ must have a constant term, so $p(x)-1 \notin(x)$. This means $\bar{p} \neq 1$ in $\mathbb{Z}[x] /(x)$. Conclusion: $(0,1) \notin \operatorname{Im} \phi$.

So $\phi$ is injective but not surjective.
Objective: find a sufficient criterion for $\phi$ be an isomorphism.
Recall: $\operatorname{gcd}(m, n)=1 \Longleftrightarrow x m+y n=1$ for some $x, y \in \mathbb{Z}$. (We used this fact to prove the group theory version of the CRT.) Can we build of of this idea, rather than connection with lcm?
$a=x m$ for $x \in \mathbb{Z}$ if and only if $a \in(m)$, similarly $b=y n$ for $y \in \mathbb{Z}$ if and only if $b \in(n)$.

## Lemma 11.21

$\operatorname{gcd}(m, n)=1$ if and only if $(m)+(n)=\mathbb{Z}$.

## Proof:

We know $(m)+(n)$ is an ideal, so $(m)+(n)=\mathbb{Z}$ if and only if $1 \in(m)+(n)$, which happens if and only if $1=x m+y n$ for $x, y \in \mathbb{Z}$.

## comaximal

Two ideals $\mathcal{I}$ and $\mathcal{J}$ in a ring $R$ are comaximal (or coprime) if $\mathcal{I}+\mathcal{J}=R$, or equivalently if $1 \in \mathcal{I}+\mathcal{J}$.

## Remark:

It's not clear where the term "comaximal" comes from, but the term "coprime" is clearly an analogy to Lemma 11.21: $m, n$ is coprime if their gcd is 1 . But the textbook use the term comaximal, so we will stick with that as our default term.

## Theorem 11.22: Generalized Chinese remainder theorem

If $\mathcal{I}$, $\mathcal{J}$ are comaximal in a commutative ring $R$, then $\phi: R / \mathcal{I} \mathcal{J} \rightarrow R / \mathcal{I} \times R / \mathcal{J}$ is an isomorphism.

## Proof:

Suppose $a \in \mathcal{I}, b \in \mathcal{J}$, such that $a+b=1$.
Surj. If $r \in R$, then $r a+r b=r$, so $r-r b=r a \in \mathcal{I}$, $r-r a=r b \in \mathcal{J}$. Hence $\bar{r}=\overline{r b}$ in $R / \mathcal{I}, \bar{r}=\overline{r a}$ in $R / \mathcal{J}$. But $\overline{r b}=0$ in $R / \mathcal{J}, \overline{r a}=0$ in $R / \mathcal{I}$.

So for all $r_{1}, r_{2} \in R, \phi\left(r_{1} b \overline{+} r_{2} a\right)=\left(\bar{r}_{1}, \bar{r}_{2}\right)$ in $R / \mathcal{I} \times R / \mathcal{J}$.
Inj. Need to show that $\mathcal{I} \cap \mathcal{J}=\mathcal{I} \mathcal{J}$.
Suppose $x \in \mathcal{I} \cap \mathcal{J}$. Then multiply both sides of $a+b=1$ by $x$, we get $x=x a+x b \in \mathcal{I} \mathcal{J}$ where we use the fact that $R$ is commutative. So $\mathcal{I} \cap \mathcal{J} \subseteq \mathcal{I} \mathcal{J}$. Already know $\mathcal{I} \mathcal{J} \subseteq \mathcal{I} \cap \mathcal{J}$, so $\mathcal{I} \cap \mathcal{J}=\mathcal{I} \mathcal{J}$.

Now continue the decomposition. If $n=p_{1}^{a_{1}} \cdots p_{k}^{a_{k}}$, where $p_{1}, \ldots, p_{k}$ are distinct primes, then

$$
\mathbb{Z} / n \mathbb{Z} \cong \mathbb{Z} / p_{1}^{a_{1}} \mathbb{Z} \times \mathbb{Z} / p_{2}^{a_{2}} \cdots p_{k}^{a_{k}} \mathbb{Z} \cong \mathbb{Z} / p_{1}^{a_{1}} \mathbb{Z} \times \mathbb{Z} / p_{2}^{a_{2}} \mathbb{Z} \times \cdots \mathbb{Z} / p_{k}^{a_{k}} \mathbb{Z}
$$

since $p_{1}^{a_{1}}$ is coprime to $p_{2}^{a_{2}} \cdots p_{k}^{a_{k}}$. In $\mathbb{Z}$, if $a$ is coprime to band coprime to $c$, then $a$ is coprime to $b c$.

## Lemma 11.23

If $\mathcal{I}, \mathcal{J}$, and $\mathcal{K}$ are ideals of $R$, such that $\mathcal{I}, \mathcal{J}$ and $\mathcal{I}, \mathcal{K}$ are comaximal, then $\mathcal{I}$ and $\mathcal{J K}$ are comaximal.

Proof:
Suppose $a+b=1, a^{\prime}+c=1$, where $a, a^{\prime} \in \mathcal{I}, b \in \mathcal{J}, c \in \mathcal{K}$. Then $b=b a^{\prime}+b c$, so $1=a+b=$ $\left(a+b a^{\prime}\right)+b c \in \mathcal{I}+\mathcal{J K}$.

## Theorem 11.24: Generalized CRT, extended edition

Suppose $\mathcal{I}_{1}, \ldots, \mathcal{I}_{k}, k \geq 2$, are ideals of a commutative ring $R$, such that $\mathcal{I}_{i}$ and $\mathcal{I}_{j}$ are comaximal for all $i \geq j$. Then there is an isomorphism $\phi: R / \mathcal{I}_{1} \cdots \mathcal{I}_{k} \rightarrow R / \mathcal{I}_{1} \times \ldots \times R / \mathcal{I}_{k}$ defined by $\phi(\bar{r})=(\bar{r}, \ldots, \bar{r})$.

Proof:
Proof is by induction on $k$. Already done base case $k=2$. If $k>2$, then use induction to get isomorphism $R / \mathcal{I}_{2} \cdots \mathcal{I}_{k} \rightarrow R / \mathcal{I}_{2} \times \cdots \times R / \mathcal{I}_{k}: \bar{r} \mapsto(\bar{r}, \ldots, \bar{r})$. By Lemma 11.23, $\mathcal{I}_{1}$ and $\mathcal{I}_{2} \cdots \mathcal{I}_{k}$ are comaximal. So $R / \mathcal{I}_{1} \cdots \mathcal{I}_{k} \rightarrow R / \mathcal{I}_{1} \times R / \mathcal{I}_{2} \cdots \mathcal{I}_{k}: \bar{r} \mapsto(\bar{r}, \bar{r})$ is isomorphism. Then we can compose these maps, and get desired isomorphism.

## 12

## PIDs and UFDs

### 12.1 Divisors and greatest common divisors

## divides

Let $x$ and $y$ be elements of a commutative ring $R$. We say that $x$ divides $y$ if $y=x r$ for some $r \in R$, or equivalently if $y \in R x$.

Notation: " $x$ divides $y$ " can be written as $x \mid y$

## Example:

In $\mathbb{Z}, 12=3 \cdot 4$, so $3 \mid 12$, whereas $5 \nmid 12$.
$12=(-3) \cdot(-4)$, so also have $-3 \mid 12$.
$x-1$ divides $x^{2}-1$ in $\mathbb{Z}[x]$, since $x^{2}-1=(x+1)(x-1)$.
Basic properties:

- If $x \mid y$, then $x \mid y z$ for all $z \in R$.
- Every $x \in R$ divides o, since $x \cdot 0=0$. Caution: "divides zero" and "zero divisor" aren't the same. First, being a zero divisor, $x$ must be non-zero. Second, $x r=0$ for some non-zero $r$.
- $u \mid 1$ if and only if $u \in R^{\times}$. More generally, if $u \in R^{\times}$, then $x=u\left(u^{-1} x\right)$, so $u \mid x$ for every $x \in R$.
- $x=x \cdot 1$, so $x \mid x$ for all $x \in R$.
- Suppose $x, y \in R$, and $u \in R^{\times}$. If $x \mid y$, so $y=r x$, then $y=r u^{-1}(u x)$, so $u x \mid y$. In particular, $u x \mid x$ and $x=u^{-1}(u x) \mid u x$ for all units $u \in R^{\times}$


## associates

Two elements $x$ and $y$ of a commutative ring $R$ are associates if $y=u x$ for some $u \in R^{\times}$. We write $x \sim y$ if $x$ and $y$ are associates.

## Lemma 12.1

Suppose $R$ is a commutative ring. Then:
(a) $\sim$ is an equivalence relation.
(b) If $x_{1} \sim x_{2}, y_{1} \sim y_{2}$, then $x_{1}\left|y_{1} \Longleftrightarrow x_{2}\right| y_{2}$.
(c) If $x \sim y$, then $x \mid y$ and $y \mid x$.

Proof:
(a) Key idea: if $y=u x$, then $x=u^{-1} y$.
(b) Key idea: $x_{1}\left|y_{1} \Longrightarrow x_{2}\right| y_{2}$ by previous properties.
(c) follows from previous properties.

## Lemma 12.2

If $R$ is a commutative ring, then $x \mid y$ and $y \mid x \Longleftrightarrow(x)=(y)$.

Proof:
Follows from fact that $x \mid y \Longleftrightarrow y \in(x) \Longleftrightarrow(y) \subseteq(x)$.

## Lemma 12.3

If $R$ is a domain, then for all $x, y \in R, x \sim y \Longleftrightarrow x \mid y$ and $y \mid x$.

## Proof:

We already know that if $x \sim y$, then $x \mid y$ and $y \mid x$.
Suppose $y=x r$ and $x=y t$ for $r, t \in R$. If $y=0$, then $x=0$, so $x \sim y$. Thus we can suppose $y \neq 0$. Now $y=x r=y r t$, so $(1-r t) y=0$. Since $y \neq 0$ and $R$ is a domain, $1-r t=0 \Longrightarrow r, t \in R^{\times}$.

## common divisor

Let $R$ be a commutative ring, and let $a, b \in R$. An element $d \in R$ is a common divisor of $a$ and $b$ if $d \mid a$ and $d \mid b$.

A common divisor $d$ is a greatest common divisor if for all $d^{\prime} \in R$, if $d^{\prime}$ is a common divisor of $a$ and $b$, then $d^{\prime} \mid d$.
$d=\operatorname{gcd}(x, y)$ means that $d$ is a greatest common divisor of $x, y$.

Basic properties of common divisors:

## Lemma 12.4

Let $d, a, b \in R$, where $R$ is a commutative ring. Then TFAE:
(a) $d \mid a$ and $d \mid b$,
(b) $d \mid x a+y b$ for all $x, y \in R$, and
(c) $(a, b) \subseteq(d)$.

Proof:
If $a=d r$ and $b=d t$, then $x a+y b=(x r+y t) d$, so (1) $\Longrightarrow \quad(2)$. For (2) $\Longrightarrow$ (1), set $x=1, y=0$ and $x=0, y=1$. Every element of $(a, b)$ is of the form $x a+y b$ for some $x, y \in R$, and $d \mid x a+y b \Longleftrightarrow x a+y b \in(d)$, so (2) and (3) are equivalent.

Basic properties of greatest common divisors:

- If $a$ and $b$ have $o$ as a common divisor, then $a=b=0$, so $0=\operatorname{gcd}(a, b)$ if and only if $a=b=0$.
- Every common divisor of $x \in R, u \in R^{\times}$is a unit. Since units divide every element, $v=\operatorname{gcd}(x, u)$ for all $v \in R^{\times}$.
- If $d, d^{\prime}$ are both greatest common divisors of $x, y \in R$, then $d \mid d^{\prime}$ and $d^{\prime} \mid d$. Hence if $R$ is a domain, then $d \sim d^{\prime}$.

Any ring $R$ : if $d=\operatorname{gcd}(x, y)$ and $d \sim d^{\prime}$, then $d=\operatorname{gcd}(x, y)$. We say that $\operatorname{gcd}$ 's in integral domains are unique up to units.
For example: $3=\operatorname{gcd}(12,9)$ and $-3=\operatorname{gcd}(12,9)$.

## Proposition 12.5

Let $a, b \in R, R$ a commutative ring. Then $a$ and $b$ have a greatest common divisor if and only if there is a principal ideal $\mathcal{I}$ such that
(a) $(a, b) \subseteq \mathcal{I}$, and
(b) if $\mathcal{J} \subseteq R$ is a principal ideal with $(a, b) \subseteq \mathcal{J}$, then $\mathcal{I} \subseteq \mathcal{J}$.

If $\mathcal{I}$ exists then it is unique, and $\mathcal{I}=(d) \Longleftrightarrow d=\operatorname{gcd}(a, b)$.

## Proof:

Since $d^{\prime}$ is a common divisor of $a$ and $b$ if and only if $(a, b) \subseteq\left(d^{\prime}\right), d=\operatorname{gcd}(a, b)$ if and only if $\mathcal{I}:=(d)$ satisfies conditions (a) and (b).

If $\mathcal{I}$ and $\mathcal{I}^{\prime}$ are both principal ideals satisfying (a) and (b), then $\mathcal{I} \subseteq \mathcal{I}^{\prime}$ and $\mathcal{I}^{\prime} \subseteq \mathcal{I}$, so $\mathcal{I}=\mathcal{I}^{\prime}$. Combining uniqueness with first sentence, get that $\mathcal{I}=(d) \Longleftrightarrow d=\operatorname{gcd}(a, b)$.

## Corollary 12.6

Let $a, b \in R, R$ a commutative ring. If $(a, b)$ is a principal ideal, then a greatest common divisor of $a$ and $b$ exists. As a result, if $d$ is a common divisor of $a$ and $b$ such that $d=x a+y b$ for some $x, y \in R$, then $d=\operatorname{gcd}(a, b)$.

## Proof:

If $(a, b)=(d)$, then $\mathcal{I}=(d)$ satisfies (a) and (b) of Proposition 12.5. If $d$ is a common divisor of $a, b$, then $(a, b) \subseteq(d)$, and if $d=x a+y b$, then $d \in(a, b)$, so $(d)=(a, b)$.
In $\mathbb{Z}$, every ideal is principal, so GCD's always exist.

## Corollary 12.7

Let $a, b \in R, R$ a commutative ring, and suppose that $(a)$ and $(b)$ are comaximal. Then $1=$ $\operatorname{gcd}(a, b)$.

Proof:
$(a)+(b)=(1)$.

Example:
In $\mathbb{Z}, d=\operatorname{gcd}(a, b) \Longleftrightarrow(d)=(a, b)$. So for instance $(9,12)=(3)$.
Example:
In $\mathbb{Z}[x], x^{2}+1$ and $x^{2}$ are comaximal, so $1=\operatorname{gcd}\left(x^{2}, x^{2}+1\right)$.
On the other hand, $(2, x)$ is not principal in $\mathbb{Z}[x]$, so we can't use this method to find $\operatorname{gcd}(2, x)$. Does $\operatorname{gcd}(2, x)$ exist?

We showed that the only principal ideal containing $(2, x)$ is $(1)$, so $1=\operatorname{gcd}(2, x)$ as well, even though (2) and $(x)$ are not comaximal.

Different argument: 2 and $x$ don't factor, so we should treat them like distinct primes. In other words, they should be "coprime".

### 12.2 Principal ideal domains

Recall: because all ideals of $\mathbb{Z}$ are principal, there is a greatest common divisor of every $a, b \in \mathbb{Z}$.

## principal ideal domain

A ring $R$ is a principal ideal domain (PID) if

- $R$ is an integral domain, and
- every ideal of $R$ is principal.


## Example:

$\mathbb{Z}$ is a principal ideal domain.
We'll see in the next section that if $\mathbb{K}$ is a field, then $\mathbb{K}[x]$ is a principal ideal domain.
$\mathbb{Z}[x]$ is not a PID, since $(2, x)$ is not principal.
$\mathbb{K}[x, y]$ is not a principal ideal domain even if $\mathbb{K}$ is a field, since $(x, y)$ is not principal.

## Proposition 12.8

If $R$ is a PID, then every pair of elements $a, b \in R$ has a greatest common divisor. Also, $d=$ $\operatorname{gcd}(a, b)$ if and only if $d$ is a common divisor of $a$ and $b$, and $d=x a+y b$ for some $x, y \in R$.

Proof:
Easy application of Corollary 12.6.
Recall that maximal ideals are prime. In $\mathbb{Z}$, an ideal $n \mathbb{Z}$ is maximal if and only if $n$ is prime. Since $\mathbb{Z} / n \mathbb{Z}$ is an integral domain if and only if $n$ is prime, $n \mathbb{Z}$ is prime if and only if $n$ is prime.

Wrong! $\mathbb{Z} / n \mathbb{Z}$ is also an integral domain if $n=0$. Corrected version: $n \mathbb{Z}$ is prime if and only if $n$ is prime or zero.

## Proposition 12.9

If $R$ is a PID, then every non-zero prime ideal of $R$ is maximal.

Proof:
Suppose $\mathcal{I}$ is a non-zero prime ideal in $R$. Let $\mathcal{J}$ be a proper ideal of $R$ containing $\mathcal{I}$.
Because $R$ is a PID, $\mathcal{I}=(a)$ and $\mathcal{J}=(b)$ for some $a, b \in R$. Since $\mathcal{I} \subseteq \mathcal{J}, a=b r$ for some $r \in R$. Since $\mathcal{I}$ is prime and $b r \in \mathcal{I}$, one of $b$ or $r$ is in $\mathcal{I}$. We are done if $b \in \mathcal{I}$.

Suppose $r \in \mathcal{I}$. Then $(r) \subseteq(a)$, and since $a=b r \in(r),(a) \subseteq(r)$, so $(a)=(r)$. Since $R$ is a domain, $a$ and $r$ are associates. This means $a=u r$ for some $u \in R^{\times}$. So $b r=a=u r \Longrightarrow(b-u) r=0$. Since $\mathcal{I}$ is non-zero, $r \neq 0$, so $b=u$. But this implies $\mathcal{J}=R$, a contradiction.

Conclusion: $b \in \mathcal{J}$, so $\mathcal{J} \subseteq \mathcal{I} \Longrightarrow \mathcal{I}=\mathcal{J}$. So $\mathcal{I}$ is maximal.
As previously mentioned, we'll show that if $\mathbb{K}$ is a field, then $\mathbb{K}[x]$ is a PID. The converse is also true:

## Corollary 12.10

Suppose $R$ is a commutative ring such that $R[x]$ is a PID. Then $R$ is a field.

## Proof:

If $R[x]$ is a PID, then it is a domain. As a subring of $R[x], R$ must also be a domain. Since $R \cong R[x] /(x),(x)$ is prime. But then $(x)$ is maximal, so $R$ is a field.

### 12.3 Euclidean domains

## Why is every ideal of $\mathbb{Z}$ principal?

Stream-lined answer: Suppose $\mathcal{I}$ is a non-zero ideal of $\mathbb{Z}$. Let $n$ be the smallest positive element of $\mathcal{I}$. If $x \in \mathcal{I}$, then $x=q n+r$, where $0 \leq r<n . r=x-q n \in \mathcal{I}$, so $r=0$ by assumption on $n$. Therefore $x \in n \mathbb{Z}$ for all $x \in \mathcal{I}$, so $\mathcal{I}=n \mathbb{Z}$.

This argument rests on being able to do division in $\mathbb{Z}$ ? What would it mean to do division in an arbitrary ring? Given $n, x \in R$, maybe we find $q, r \in R$ such that $x=q n+r$ but then we could take $q=0, r=x$. No good. We want to somehow have $|r|<|n|$, but we don't have an order on $R$.

## Euclidean domain

A domain $R$ is a Euclidean domain if there is a function $N: R \rightarrow \mathbb{N} \cup\{0\}$ such that $N(0)=0$, and for $x, y \in R$ with $x \neq 0$, there is $q, r \in R$ such that $y=q x+r$, and $r=0$ or $N(r)<N(x)$.

Sometimes a Euclidean domain is called a domain with a division algorithm. Also, the function $N$ is called a norm.

Example:
$\mathbb{Z}$ is a Euclidean domain with norm $N(x)=|x|$. If $x<0$, then $y=q|x|+r=(-q) x+r$ where $0 \leq r<|x|$.

As we'll see, it's possible to have norms with $N(x)=0$, but $x \neq 0$. However, if $N(x)=0$, then $1=q x+r$ with $r=0$ or $N(r)<N(x)$ (which is not possible). So $x \mid 1 \Longrightarrow x$ is a unit.

## Proposition 12.11

A Euclidean domain $R$ is a PID.

Proof:
Suppose $\mathcal{I}$ is an ideal in $R$. If $\mathcal{I}$ is zero, then it is principal, so suppose $\mathcal{I} \neq(0)$.
Let $k=\min \{N(x): x \in \mathcal{I}, x \neq 0\}$. Let $x \in \mathcal{I}$ such that $N(x)=k$. Suppose $y \in \mathcal{I}$. Then $y=q x+r$ for $q, r \in R$ with $r=0$ or $N(r)<N(x)$. Since $r=y-q x \in \mathcal{I}$, can't have $r \neq 0$ and $N(r)<N(x)$. So $r=0$. Thus $\mathcal{I} \subseteq(x)$. Since $x \in \mathcal{I}, \mathcal{I}=(x)$.

## Proposition 12.12

Let $\mathbb{K}$ be a field. Then $\mathbb{K}[x]$ is a Euclidean domain.

## Proof:

Define $N: \mathbb{K}[x] \rightarrow \mathbb{N} \cup\{0\}$ by $N(p)=\operatorname{deg}(p)$ if $p \neq 0$, and $N(0)=0$. Suppose $y, p \in \mathbb{K}[x]$ with $p \neq 0$. If $\operatorname{deg}(p)=0$, then $p$ is a unit, so $y=q p+0$ for some $q \in \mathbb{K}[x]$. If $\operatorname{deg}(p)>0$, then we can divide $y$ by $p$ to get $y=q p+r$ for $q, r \in \mathbb{K}[x]$ with $\operatorname{deg}(r)<\operatorname{deg}(p)$. In both cases, can get $y=q p+r$ with $q, r \in \mathbb{K}[x]$ and $r=0$ or $N(r)<N(p)$.

## Corollary 12.13

$\mathbb{K}[x]$ is a PID.

Suppose $y, p \in \mathbb{K}[x], \operatorname{deg}(p) \geq 1$. Let $p=\sum_{i=0}^{n} a_{i} x^{i}$ with $a_{n} \neq 0$, and $y=\sum_{j=0}^{m} b_{j} x^{j}$. We can divide $y$ by $p$ using the following procedure:

- We keep track of $q$ as we go along, starting with $q=0$.
- If $m<\operatorname{deg}(p)$, return $q, r=y$
- If $m \geq n$, then

$$
y-\frac{b_{m}}{a_{n}} x^{m-n} p=0 x^{m}+\frac{a_{n} b_{m-1}-b_{m} a_{n-1}}{a_{n}} x^{m-1}+\ldots
$$

So replace $q$ with $q+\frac{b_{m}}{a_{n}} x^{m-n}$ and $y$ with $y-\frac{b_{m}}{a_{n}} x^{m-n} p$, and start over.
Eventually we'll finish with $q$ and $r$ such $y-q p=r$, and $\operatorname{deg}(r)<\operatorname{deg}(p)$.
Every Euclidean domain is a PID. Are there PIDs which are not Euclidean?
Yes, famously $\mathbb{Z}[(1+\sqrt{-19}) / 2]$. (We're not going to prove this)
How do Euclidean domains functional differ from PIDs?
In PIDs, greatest common divisors always exist. In Euclidean domains, have an algorithm (the Euclidean algorithm) for computing greatest common divisors. This algorithm is nice because it is fast as long as division is fast. See textbook for a description of this algorithm.

### 12.4 Primes and irreducibles

Prime numbers in $\mathbb{Z}$ have two equivalent definitions:

1. $p$ is prime if $p \neq \pm 1,0$, and whenever $p|a b, p| a$ or $p \mid b$
2. $p$ is prime if $p \neq \pm 1$ and whenever $p=a b$, one of $a$ or $b$ is a unit

In an arbitrary ring, prime ideals generalize definition (1). But what if we want prime elements, rather than prime ideals? And what about definition (2)?

## prime, (ir)reducible

Let $R$ be a domain, and let $p \in R$ with $p \neq 0$ and $p \notin R^{\times}$.

- $p$ is prime if $p \neq 0$ and for all $a, b \in R$, if $p \mid a b$, then $p \mid a$ or $p \mid b$.
- $p$ is irreducible if $p$ is not zero or a unit, and for all $a, b \in R$, if $p=a b$ then one of $a$ or $b$ is a unit.
- $p$ is reducible if it is not irreducible.


## Proposition 12.14: Basic properties

Let $R$ be a domain.
(a) $p \in R$ is prime if and only if $p \neq 0$ and $(p)$ is a prime ideal.
(b) If $p$ and $p^{\prime}$ are associates, then $p$ is prime (resp. irreducible) if and only if $p^{\prime}$ is prime (resp. irreducible).
(c) If $p$ is prime, then $p$ is irreducible.

## Proof:

(a) Use fact that $p \mid m \Longleftrightarrow m \in(p)$.
(b) Exercise.
(c) Suppose $p$ is prime, and let $p=a b$. Then $p \mid a b$ so $p \mid a$ or $p \mid b$. Suppose $p \mid a$. Then $a=u p$, and $0=p-a b=p(1-u b)$. Since $R$ is a domain, and $p \neq 0$, then $u b=1$ so $b \in R^{\times}$.

Primes are irreducible, but is the converse true?

## Proposition 12.15

Let $p$ be an irreducible in a PID $R$. Then $p$ is prime.

## Proof:

Suppose $\mathcal{I}$ is an ideal of $R$ containing $(p)$. Since $R$ is a PID, $\mathcal{I}=(q)$ for some $q \in R$. Since $p \in \mathcal{I}$, $p=k q$ for some $k \in R$. Since $p$ is irreducible, either $k$ or $q$ is a unit. If $q$ is a unit, then $\mathcal{I}=R$. If $k$ is a unit, then $p$ and $q$ associates, so $(p)=(q)$. Thus $(p)$ is maximal, and hence is a prime ideal. Since $p \neq 0$ by definition, $p$ is prime.

What about general domains? We're not ready for that yet.

### 12.5 Complete factorizations

From last section: whether all irreducibles are prime. Another question: In $\mathbb{Z}$ every number is a products of primes. So: Is every element of a domain $R$ a product of irreducibles?

## complete factorization

Let $R$ be a domain. Say that $r \in R$ has a complete factorization into irreducibles if and only if $r=r_{1} \cdots r_{k}$ where $k \geq 1$ and $r_{1}, \ldots, r_{k}$ are irreducible.

Say that $R$ has a complete factorizations into irreducibles (or complete factorizations) if every $r \in R \backslash R^{\times} \cup\{0\}$ has a complete factorization into irreducibles.

Side question: should we use irreducibles or primes in this definition? Let's define complete factorizations into primes similarly.

If $R$ has complete factorizations into primes, then $R$ has complete factorizations into irreducibles (since primes are irreducible). So having complete factorizations into primes is a (potentially) stronger condition than having complete factorizations int oirreducibles. Could these conditions be equivalent?

## Lemma 12.16

If $r \in R$ is irreducible and a product of primes, then $r$ is prime.

## Proof:

Suppose $r$ is irreducible and $r=p_{1} \cdots p_{k}$ for primes $p_{1}, \ldots, p_{k}$. If $r$ is irreducible and $k \geq 2$, then either $\left(p_{1} \ldots p_{k-1}\right)$ or $p_{k}$ is a unit. If $p_{1} \ldots p_{k-1}$ is aa unit, then $p_{i}$ divides 1 for all $i$, so $p_{i}$ is a unit. Since primes can't be units, we get a contradiction. So $k=1$ and $r$ is prime.

## Corollary 12.17

If $R$ has complete factorizations into irreducibles, then $R$ has copmlete factorizations into primes if and only if every irreducible in $R$ is prime.

Since we don't know whether irreducibles are always prime yet, let's stick with the weaker condition: complete factorizations into irreducibles.

Let $r \in R$, where $R$ is a domain, $r \neq 0$ and $r \notin R^{\times}$. Let's try to show that $r$ factors into a product of irreducibles:

1. If $r$ is irreducible, then done
2. Otherwise $r=r_{1} r_{2}$, where $r_{1}$ and $r_{2}$ are not units
3. Start over at step 1 and try to write $r_{1}$ and $r_{2}$ as a product of irreducibles.
4. If this is possible, then can write $r$ as a product of irreducibles.

$$
r=r_{3} r_{5} r_{6} r_{2} .
$$



Why does this terminate? If even one branch keeps growing, this won't work.

## Lemma 12.18

Let $r=r_{1} r_{2} \in R$, where $R$ is a domain, so $(r) \subseteq\left(r_{2}\right)$. If $r \neq 0$, then $(r)=\left(r_{2}\right)$ if and only if $r_{1}$ is a unit.

Proof:
$(r)=\left(r_{2}\right) \Longleftrightarrow r$ and $r_{2}$ are associates. So if $r_{1}$ is a unit then $(r)=\left(r_{2}\right)$.
Conversely if $(r)=\left(r_{2}\right)$, then $r=u r_{2}$ for $u$ a unit, so $\left(r_{1}-u\right) r_{2}=0$. Since $r \neq 0, r_{2} \neq 0$, and hence $r_{1}=u$ is a unit.

So if $r$ is reducible, then $r=r_{1} r_{2}$ where $(r) \subsetneq\left(r_{1}\right)$ and $(r) \subsetneq\left(r_{2}\right)$.
If procedure continues indefinitely, get an infinite strictly increasing sequence of principal ideals $\mathcal{I}_{1}=$ $(r) \subsetneq \mathcal{I}_{2}=\left(r_{i}\right) \subsetneq \mathcal{I}_{3} \subsetneq \ldots$ in $R$.

## ACCP

We say that $R$ satisfies the ascending chain condition for principal ideals (ACCP) if there is no infinite strictly increasing sequence $\mathcal{I}_{1} \subsetneq \mathcal{I}_{2} \subsetneq \mathcal{I}_{3} \subsetneq \cdots$ of principal ideals in $R$.
$R$ satisfies the ascending chain condition for principal ideals if and only if the procedure outlined previously always terminates. This proves:

## Proposition 12.19

If $R$ satisfies the ascending chain condition for principal ideals, then $R$ has complete factorizations into irreducibles.

## Note:

There is an "ascending chain condition for ideals" that's also very important in commutative ring theory.

## Proposition 12.20

If $R$ is a PID, then $R$ satisfies the ascending chain condition for principal ideals.

## Note:

Another way to state the ascending chain condition is that if $\mathcal{I}_{1} \subseteq \mathcal{I}_{2} \subseteq \mathcal{I}_{3} \subseteq \ldots$ is an infinite chain of principal ideals, then eventually there is some $k$ such that $\mathcal{I}_{n}=\mathcal{I}_{k}$ for all $n \geq k$.

Proof:
Suppose $\mathcal{I}_{1} \subseteq \mathcal{I}_{2} \subseteq \mathcal{I}_{3} \subseteq \ldots$ is an increasing sequence of ideals. Then $\mathcal{I}:=\bigcup \mathcal{I}_{i}$ is an ideal. Since $R$ is a PID, $\mathcal{I}=(x)$ for $x \in R$. Since $x \in \mathcal{I}, x \in \mathcal{I}_{k}$ for some $k$. But then $\mathcal{I}_{k} \subseteq \mathcal{I}_{n} \subseteq \mathcal{I}=(x) \subseteq \mathcal{I}_{k}$ for all $n \geq k$. So $\mathcal{I}_{n}=\mathcal{I}_{k}$ for all $n \geq k$.

What about a ring which does not satisfy the ascending chain condition for principal ideal?
Example:
Let $\mathbb{K}$ be a field, and let $R=\mathbb{K}\left[x_{1}, x_{2}, \ldots\right]$ denote the infinite polynomial ring in variables $x_{1}, x_{2}, \ldots$
Elements of this ring belong to $R_{n}:=\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$ for some $n$, so can thing of $R$ as $\bigcup_{n \geq 1} R_{n}$. (Technically, say that $R$ is the direct limit of ring $R_{n}$ 's)

Let $\mathcal{I}=\left(x_{1}-x_{2}^{2}, x_{2}-x_{3}^{2}, x_{3}-x_{4}^{2}, \ldots\right)$.
Then in $R / \mathcal{I}$, have $x_{1}=x_{2}^{2}, x_{2}=x_{3}^{2}$, etc. So $\left(x_{1}\right) \subsetneq\left(x_{2}\right) \subsetneq\left(x_{3}\right) \subsetneq \ldots$
| Thus $R / \mathcal{I}$ does not satisfy the ascending chain condition.

### 12.6 Unique factorizations

In $\mathbb{Z}$, not only can write every element as a product of irreducibles, but factorizations are unique! In this section, we ignore whether complete factorizations exist. For the purpose of this course, make the following definition:

## complete factorizations are unique when they exist

Let $R$ be a domain. Say that complete factorizations are unique when they exist if for every two sequences of irreducibles $f_{1}, \ldots, f_{n}, n \geq 1$, and $g_{1}, \ldots, g_{m}, m \geq 1$, in $R$, if $f_{1} \cdots f_{n}=g_{1} \cdots g_{m}$, then

1. $n=m$, and
2. there is $\sigma \in S_{n}$ such that $f_{i} \sim g_{\sigma(i)}$ for all $1 \leq i \leq n$.

## Example:

Complete factorizations in $\mathbb{Z}$ are unique when they exist.
E.g. $12=2 \cdot 3 \cdot 2=(-2) \cdot 2 \cdot(-3)$

Note: don't say anything about the case $n=0$ or $m=0$ because:

## Lemma 12.21

If $f_{1}, \ldots, f_{n}$ are irreducibles in a domain $R, n \geq 1$, then $f_{1} \cdots f_{n} \notin R^{\times}$.

## Proof:

We mentioned proof already: if $f_{1} \cdots f_{n}=u \in R^{\times}$, then $u^{-1} f_{1} \cdots f_{n}=1 \Longrightarrow f_{1} \mid 1 \Longrightarrow f_{i}$ is a unit, a contradiction.

## Proposition 12.22

Let $R$ be a domain such that every irreducible in $R$ is prime. Then complete factorizations are unique when they exist.

Proof is the same as uniqueness of prime factorizations in $\mathbb{Z}$.
Proof:
Exercise: if $p$ prime, and $p \mid a_{1} \cdots a_{n}$, then $p \mid a_{i}$ for some $1 \leq i \leq n$.
Proposition will follow from the following claim:
if $1 \leq n \leq m$ and $f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{m} \in R$ are irreducibles s.t. $f_{1} \cdots f_{n}=g_{1} \cdots g_{m}$, then

- $n=m$, and
- there is $\sigma \in S_{n}$ such $f_{i} \sim g_{\sigma(i)}$ for all $1 \leq i \leq n$.

Prove claim by induction on $n$.
Base case $n=1$ : Since $f_{1}=g_{1} \cdots g_{m}, f_{1} \mid g_{i}$ for some $1 \leq i \leq m$. So $g_{i}=u f_{1}$. Since $f_{1}$ is not a unit and $g_{i}$ is irreducible, $u$ is a unit.

Let $r=g_{1} \cdots g_{i-1} g_{i+1} \cdots g_{m}$, so $f_{1}=f_{1} u r$. Then $f_{1}(1-u r)=0$, so $r \in R^{\times}$. However, apply Lemma $12.21, r$ can't be a unit. Hence the only possibility is $m=1=n, r=u=1$, and $f_{1}=g_{1}$.

Inductive step: Suppose we have $f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{m}$ as in claim, where $n \geq 2$, and claim is true for smaller $n$.

Since $f_{1} \ldots f_{n}=g_{1} \cdots g_{m}, f_{1} \mid g_{1} \cdots g_{m}$, and hence $f_{1} \mid g_{i}$ for some $1 \leq i \leq m$. Then $g_{i}=u f_{1}$, where $u$ is a unit.

Since $m \geq n \geq 2$, can pick $1 \leq j \leq m$ s.t. $j \neq i$. Define $\tilde{g}_{j}:=u g_{j}$, and $\tilde{g}_{k}:=g_{k}$ if $k \neq j$, so that $f_{1} f_{2} \cdots f_{n}=f_{1} \tilde{g}_{1} \cdots \tilde{g}_{i+1} \cdots \tilde{g}_{m}$.

Since $R$ is a domain, $f_{2} \cdots f_{n}=\tilde{g}_{1} \cdots \tilde{g}_{i-1} \tilde{g}_{i+1} \cdots \tilde{g}_{m}$. Since $f_{k}, \tilde{g}_{\ell}$ are irreducibles, induction implies $n-1=m-1$ and there is a bijection $\tilde{\sigma}:\{2, \ldots, n\} \rightarrow\{1, \ldots, n\} \backslash\{i\}$ s.t. $f_{k} \sim \tilde{g}_{\tilde{\sigma}(k)}$ for $2 \leq k \leq n$.

Define $\sigma \in S_{n}$ by $\sigma(1)=i$ and $\sigma(k)=\tilde{\sigma}(k)$ for $2 \leq k \leq n$. Then $n=m$, and $f_{k} \sim g_{\sigma(k)}$ for all $1 \leq k \leq n$.

Can we fine a domain that doesn't have unique factorizations?
Example:
$R=\mathbb{Z}[x, y, z, w] /(x y-z w)$ is a domain (see why later).
Exercise (not so easy): $x, y, z, w$ are non-associated irreducibles.
But $x y=z w$ in $R$, so $R$ does not have unique factorization.
Since factorizations in $R$ are not unique when they exist, there are irreducibles in $R$ which are not prime.

Indeed, can show that $x, y, z, w$ are not prime, since

$$
R /(x)=\mathbb{Z}[x, y, z, w] /(x y-z w, x)=\mathbb{Z}[x, y, z, w] /(z w, x)=\mathbb{Z}[y, z, w] /(z w)
$$

which is not a domain.
Example:
In $\mathbb{Z}[i \sqrt{5}]$, have $5=2 \cdot 3=(1-i \sqrt{5})(1+i \sqrt{5})$. Then we can show that $2,3,(1-i \sqrt{5}),(1+i \sqrt{5})$ are irreducibles.

### 12.7 Unique factorization domains

## unique factorization domain

A domain $R$ is a unique factorization domain (UFD for short) of $R$ has complete factorizations into irreducibles, and complete factorizations are unique when they exist.

In other words, $R$ is a UFD if

- every $r \in R \backslash R^{\times} \cup\{0\}$ is a product of irreducibles in $R$, and
- if $f_{1}, \ldots, f_{n}, g_{1}, \ldots, g_{n}, n, m \geq 1$, are irreducibles in $R$ such that $f_{1} \cdots f_{n}=g_{1} \cdots g_{m}$, then

1. $n=m$, and
2. there is $\sigma \in S_{n}$ such that $f_{i}$ is associated to $g_{\sigma(i)}$.

Idea: every non-zero non-unit element in $R$ has a unique factorization into irreducibles (where uniqueness is qualified as above). It should come as no surprise that $\mathbb{Z}$ is a UFD.

We've shown:

- A domain with the ascending chain condition for principal ideals has complete factorizations.
- A domain where all irreducibles are prime has unique complete factorizations when they exist.
- Irreducibles in PIDs are prime, and all PIDs satisfy the ascending chain condition for principal ideals.


## Corollary 12.23

PIDs are UFDs. In particular, Euclidean domains are UFDs.

```
Example:
If \(\mathbb{K}\) is a field, then \(\mathbb{K}[x]\) is a UFD. For instance, \(\mathbb{Q}(y)[x]\) is a UFD.
```

Example: Domains which aren't UFDs
We sketched out a proof that $R=\mathbb{Z}[x, y, z, w] /(x y-z w)$ does not have unique factorizations. So $R$ is not a UFD.

It's not hard to see $\mathbb{Z}[i \sqrt{5}]$ is not a UFD.
The question of whether $\mathbb{Z}[i \sqrt{n}]$ is a UFD is interesting. For instance, in the textbook it is shown that $\mathbb{Z}[i]$ is a Euclidean domain, and hence a UFD. Then this proof can be modified to show that $\mathbb{Z}[i \sqrt{2}]$ is also a Euclidean domain.

We also sketched a proof that $R=\mathbb{K}\left[x_{1}, x_{2}, \ldots\right] /\left(x_{1}-x_{2}^{2}, x_{2}-x_{3}^{2}, \ldots\right)$ does not satisfy the ascending chain condition for principal ideals. Is $R$ a UFD? Need to clarify relationship between UFDs, ascending chain condition, and condition that irreducibles be primes.

## Theorem 12.24

Let $R$ be a domain. Then $R$ is a UFD if and only if $R$ satisfies the ascending chain condition for principal ideals, and every irreducible in $R$ is prime.

So irreducibles in a UFD are prime. Hence if $R$ is a UFD are prime. Hence if $R$ is a UFD and $x \notin R^{\times} \cup\{0\}$, we refer to the factorization of $x$ into irreducibles as the prime factorizations of $x$.

Example:
$R=\mathbb{K}\left[x_{1}, x_{2}, \ldots\right] /\left(x_{1}-x_{2}^{2}, x_{2}-x_{3}^{2}, \ldots\right)$ does not satisfy the ascending chain condition for principal ideals. Hence $R$ is not a UFD.

Are multivariate polynomial rings like $\mathbb{Q}[x, y]$ UFDs? Later we'll prove:

## Theorem

Let $R$ be a UFD. Then $R[x]$ is a UFD.

Note that this property isn't shared by PIDs: $\mathbb{Q}[x]$ is a PID, but $\mathbb{Q}[x, y]=\mathbb{Q}[x][y]$ is not a PID. The theorem implies that rings like $\mathbb{Q}[x, y]$ and $\mathbb{Z}[x, y, w]$ are UFDs.

Example:
Let $p=x y-z w \in \mathbb{Z}[x, y, z, w]$. By showing highest $x$ degree in any factor is 1 , it's not hard to show that $p$ is irreducible. Since $\mathbb{Z}[x, y, z, w]$ is a UFD, $p$ is prime. So $\mathbb{Z}[x, y, z, w] /(p)$ is a domain.

## Lemma 12.25

Suppose $R$ is a UFD, and $a, b \in R$ are non-zero non-units. If $a \mid b$, then the number of factors in the prime factorization of $a$ is at most the number of factors in the prime factorization of $b$, and equality holds if and only if $(a)=(b)$.

## Proof:

If $c a=b$, can write $a=p_{1} \cdots p_{m}, b=q_{1} \cdots q_{n}$, and $c=u g_{1} \cdots g_{\ell}$ where $p_{i}, q_{j}, g_{k}$ are irreducibles, $u \in R^{\times}$, and $m, n \geq 1, \ell \geq 0$. (Letting $\ell \geq 0$ allows $c$ to be a unit).

Then $g_{1} \cdots g_{\ell}\left(u p_{1}\right) \cdots p_{m}=q_{1} \cdots q_{n}$, so $m \leq m+\ell=n$. We previously showed that $(a)=(b)$ if and only if $c$ is a unit. $c$ is a unit if and only if $\ell=0$, which happens if and only if $m=n$.

Then with this lemma, we are ready to prove Theorem 12.24.
Proof of Theorem 12.24:
We've already shown $\Leftarrow$ : ascending chain condition for principal ideals $\Longrightarrow$ existence of complete factorizations and irreducibles being prime $\Longrightarrow$ complete factorizations are unique when they exist. So let's assume $R$ is a UFD and show $\Rightarrow$.

## Irreducibles in $R$ are prime

Let $r \in R$ be irreducible and suppose $k r=a b$ for some $k, a, b \in R$. Want to show $r \mid a$ or $r \mid b$.
If $a=0$, then $r \mid a$, so can assume that $a, b \neq 0$. If $a \in R^{\times}$, then $a^{-1} k r=b \Longrightarrow r \mid b$, and similarly $b \in R^{\times}$.

So can assume $a, b \notin R^{\times}$, in which case $a=p_{1} \cdots p_{m}$ and $b=q_{1} \cdots q_{n}$ where $p_{1}, \ldots, p_{m}, q_{1}, \ldots, q_{n}$ are irreducible.

Let $k=u g_{1} \cdots g_{\ell}$, where $\ell \geq 0, g_{1}, \ldots, g_{\ell}$ are irreducible, and $u \in R^{\times}$(can include case that $k \in R^{\times}$)
So $u g_{1} \cdots g_{\ell} r=p_{1} \cdots p_{m} q_{1} \cdots q_{n}$. By uniqueness of factorizations, $u r$ (and hence $r$ ) is associated with some $p_{i}$ or $q_{j}$. So $r$ divides some $p_{i}$ or $q_{j}$, and hence $r$ divides $a$ or $b$.

Conclusion: all irreducibles in a UFD are prime.

## $R$ satisfies ACCP

Suppose $\left(x_{1}\right) \subseteq\left(x_{2}\right) \subseteq \cdots \subseteq\left(x_{i}\right) \subseteq \cdots$ is such an increasing chain of principal ideals.
Want to show that there is $n$ such that $\left(x_{k}\right)=\left(x_{n}\right)$ for all $k \geq n$. If $x_{i}=0$ for all $i$, then we are done. If $x_{n} \neq 0$, then $x_{k} \neq 0$ for all $k \geq n$, so can assume WLOG that $x_{i} \neq 0$ for all $i \geq 1$.

If $x_{n} \in R^{\times}$for some $n$, then $R=\left(x_{n}\right)$ and hence $\left(x_{k}\right)=R=\left(x_{n}\right)$ for all $k \geq n$. So assume that $x_{i} \notin R^{\times}$for all $i \geq 1$.

Let $f_{i}$ be the number of factors in prime factorization of $x_{i}$.
Since $x_{i+1} \mid x_{i}$, Lemma 12.25 implies that $f_{i} \geq f_{i+1}$. Since sequence of integers $f_{1}, f_{2}, \ldots$ is bounded below by 1 , there must be some $n$ such that $f_{k}=f_{n}$ for all $k \geq n$. By Lemma 12.25 again, we will have $\left(x_{k}\right)=\left(x_{n}\right)$ for all $k \geq n$.

### 12.8 GCDs in UFDs

Suppose $p_{1}, \ldots, p_{n}$ are distinct primes in $\mathbb{Z}$, and $x=p_{1}^{a_{1}} \cdots p_{n}^{a_{n}}, y=p_{1}^{b_{1}} \cdots p_{n}^{b_{n}}$ for some $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n} \geq$ 0 . Then we know that $\operatorname{gcd}(x, y)=p_{1}^{c_{1}} \cdots p_{n}^{c_{n}}$, where $c_{i}=\min \left(a_{i}, b_{i}\right)$. This works in a general UFD. To show this, need to say a few words about "formatting" prime factorizations.

So far, we've seen that if $R$ is a UFD, $x \in R, x \neq 0$, then $x=u g_{1} \cdots g_{n}$ where $u \in R^{\times}, n \geq 0$, and $g_{1}, \ldots, g_{n} \in R$ are irreducibles. What if $g_{n} \sim g_{i}$ ? Then $g_{n}=u^{\prime} g_{i}$ for some $u^{\prime} \in R^{\times}$, and we might as well write $x=\left(u u^{\prime}\right) g_{1} \cdots g_{i-1} g_{i}^{2} g_{i+1} \cdots g_{n-1}$. Repeating this process, we can eventually write

$$
x=u g_{1}^{a_{1}} \cdots g_{n}^{a_{n}}
$$

where $u \in R^{\times}, a_{1}, \ldots, a_{n}$ are positive integers, and

$$
\begin{equation*}
g_{1}, \ldots, g_{n}, n \geq 0 \text {, are irreducibles s.t. } g_{i} \nsim g_{j} \text { for all } 1 \leq i \neq j \leq n \tag{*}
\end{equation*}
$$

## Proposition 12.26

Let $R$ be a UFD.

1. If $0 \neq x \in R$, there is $u \in R^{\times}, g_{1}, \ldots, g_{n}$ as in (*), and positive numbers $a_{1}, \ldots, a_{n}$ such that $x=u g_{1}^{a_{1}} \cdots g_{n}^{a_{n}}$.
2. If $u, v \in R^{\times}, a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n} \geq 0$, and $g_{1}, \ldots, g_{n}$ are as in (*) such that $u g_{1}^{a_{1}} \cdots g_{n}^{a_{n}}=$ $v g_{1}^{b_{1}} \cdots g_{n}^{b_{n}}$ then $u=v$ and $a_{1}=b_{1}, \ldots, a_{n}=b_{n}$.
3. If $x=u g_{1}^{a_{1}} \cdots g_{n}^{a_{n}}$ where $u \in R^{\times}, g_{1}, \ldots, g_{n}$ are as in $(*)$, and $a_{1}, \ldots, a_{n} \geq 0$, then $y \mid x$ if and only if $y=v g_{1}^{b_{1}} \cdots g_{n}^{b_{n}}$ for $v \in R^{\times}$and $0 \leq b_{1} \leq a_{1}, \ldots, 0 \leq b_{n} \leq a_{n}$.
4. If $x, y \in R$ are non-zero, then there are $u, v \in R^{\times}, g_{1}, \ldots, g_{n}$ as in ( $*$ ), and $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n} \geq$ 0 such that $x=u g_{1}^{a_{1}} \cdots g_{n}^{a_{n}}$ and $y=v g_{1}^{b_{1}} \cdots g_{n}^{b_{n}}$.

## Proof:

1. already done.
2. If $a_{i}>0$, then $g_{i}$ divides the RHS, so $b_{i}>0$. Can divide out $g_{i}$ on both sides and repeat to get $a_{i} \leq b_{i}$. By symmetry, $b_{i} \leq a_{i}$ so $a_{i}=b_{i}$. Hence $u=v$.


However, in a general ring, if $b \mid a$, we can try to divide through by $b$, but we have a problem that $a=k b=k^{\prime} b$ where $k \neq k^{\prime}$, which one do we pick? Therefore, in a general ring, we should avoid notation $\frac{a}{b}$, but in a domain it's fine.
3. $\Leftarrow$ clear, so suppose $y \mid x$. Write $y=v f_{1} \cdots f_{k}$ where $v \in R^{\times}, k \geq 0$ and $f_{1}, \ldots, f_{k}$ are irreducibles. Since $f_{k} \mid x, f_{k} \sim g_{i}$ for some $i$ with $a_{i}>0$. Let $f_{k}=v^{\prime} g_{i}$ for $v^{\prime} \in R^{\times}$. Now $\left(v v^{\prime}\right) y / g_{i} \mid x / g_{i}$. Repeating this gives $y$ as desired.
4. Exercise.

## Proposition 12.27

Suppose $R$ is a UFD, $u, v \in R^{\times}, g_{1}, \ldots, g_{n}$ are primes in $R$ such that $g_{i} \nsim g_{j}$ for all $1 \leq i \neq j \leq n$, and $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{n}$ are non-negative integers. Let $c_{i}=\min \left(a_{i}, b_{i}\right)$ for $1 \leq i \leq n$. Then

$$
g_{1}^{c_{1}} \cdots g_{n}^{c_{n}}=\operatorname{gcd}\left(u g_{1}^{a_{1}} \cdots g_{n}^{a_{n}}, v g_{1}^{b_{1}} \cdots g_{n}^{b_{n}}\right)
$$

## Proof:

Let $d:=g_{1}^{c_{1}} \cdots g_{n}^{c_{n}}, x:=u g_{1}^{a_{1}} \cdots g_{n}^{a_{n}}$, and $y:=v g_{1}^{b_{1}} \cdots g_{n}^{b_{n}}$. Clearly $d \mid x$ and $d \mid y$. Suppose $d^{\prime} \mid x$ and $d^{\prime} \mid y$ as well. By part (3) of Proposition 12.26, $d^{\prime}=u g_{1}^{d_{1}} \cdots g_{n}^{d_{n}}$ with $u \in R^{\times}$and $d_{i} \leq a_{i}$ and $d^{\prime}=u^{\prime} g_{1}^{d_{1}^{\prime}} \cdots g_{n}^{d_{n}^{\prime}}$ with $u^{\prime} \in R^{\times}$and $d_{i}^{\prime} \leq b_{i}$. By part (2) of Proposition 12.26, $u=u^{\prime}$ and $d_{i}=d_{i}^{\prime}$ for all $i$, so $d_{i} \leq c_{i}$. Hence $d^{\prime} \mid d$. So $d$ is a greatest common divisor.

## Summary of greatest common divisors

Euclidean domain (E.g. $\mathbb{Z}, \mathbb{K}[x]$ ):

- $\operatorname{gcd}(a, b)$ alweays exists,
- can calculate $\operatorname{gcd}(a, b)$ from prime factorization,
- there is $x, y \in R$ such that $\operatorname{gcd}(a, b)=x a+y b$,
- can calculate $\operatorname{gcd}(a, b)$ with Euclidean algorithm.

Principal ideal domain:

- $\operatorname{gcd}(a, b)$ always exists,
- can calculate $\operatorname{gcd}(a, b)$ from prime factorization, and
- there is $x, y \in R$ such that $\operatorname{gcd}(a, b)=x a+y b$.

Unique factorization domain:

- $\operatorname{gcd}(a, b)$ always exists, and
- can calculate it from prime factorization.

For example, $\operatorname{gcd}(2, x)=1$, but $1 \notin(2, x) \subseteq \mathbb{Z}[x]$.
Are there any domains where $\operatorname{gcd}(a, b)$ doesn't exist?
If $R$ is a domain with complete factorizations, then $R$ is a UFD if and only if every pair of elements has a greatest common divisor. And $\mathbb{Z}[i \sqrt{5}]$ is a domain with complete factorizations, but which is not a UFD. So $\operatorname{gcd}(a, b)$ does not always exist for $\operatorname{gcd}(a, b)$ does not always exist for $a, b \in Z[i \sqrt{5}]$. For a specific counterexample, consider

$$
6=2 \cdot 3=(1+i \sqrt{5})(1-i \sqrt{5})
$$

in $\mathbb{Z}[i \sqrt{5}]$, where these are all irreducibles.
Suppose $d=\operatorname{gcd}(6,2(1+i \sqrt{5}))$. Then $2 \mid d$, so $d=2 d^{\prime}$, and $2 \cdot 3=k d=2 k d^{\prime}$. So $3=k d^{\prime}$. Since 3 is irreducible, $k$ or $d^{\prime}$ is a unit. If $k \sim 1$, then $d^{\prime} \sim 3$, so $d \sim 6 \nmid 2(1+i \sqrt{5})$. If $d^{\prime}$ is a unit, then $d \sim 2$, but then $(1+i \sqrt{5}) \nmid d$. Contradiction in both cases.

## 13

## Polynomial rings

### 13.1 Irreducibles in polynomial rings

Working towards showing that $R[x]$ is a UFD when $R$ is a UFD. First step is to study irreducibles in polynomial rings $R[x]$. This section looks at irreducibles in $\mathbb{K}[x]$ where $\mathbb{K}$ is a field. Recall that $\mathbb{K}[x]^{\times}=\mathbb{K}^{\times}$. Key lemma:

## Lemma 13.1

Let $\mathbb{K}$ be a field. Then $f \in \mathbb{K}[x]$ is irreducible if and only if $\operatorname{deg}(f) \geq 1$, and $f \neq g h$ for $\operatorname{deg} g, \operatorname{deg} h<\operatorname{deg} f$.

## Proof:

$f$ is non-zero non-unit if and only if $\operatorname{deg} f \geq 1$. If $0 \neq f=g h$ and $\operatorname{deg} g=\operatorname{deg} f$, then $\operatorname{deg} h=0$ so $h \in \mathbb{K}^{\times}$.

Conversely, if $f=g h$ where $\operatorname{deg} g, \operatorname{deg} h<\operatorname{deg} f$. If $\operatorname{deg} g=0$, then $\operatorname{deg} h=\operatorname{deg} f$, thus we need $\operatorname{deg} g, \operatorname{deg} h \geq 1$, then $f$ must be reducible.

So if $\operatorname{deg} f \geq 1$, then $f$ is reducible if and only if $f=g h$ with $\operatorname{deg} g, \operatorname{deg} h<\operatorname{deg} f$.
Let $R$ be a domain, and suppose $c \in R$. We know that $\operatorname{kerev}_{c}=(x-c) \subseteq R[x]$. Equivalently $(x-c) \mid f(x) \in R[x]$ if and only if $f(c)=0$.

## Lemma 13.2

Let $f \in R[x], \operatorname{deg} f \geq 2$. If $f$ has a root in $R$ (an element $c \in R$ such that $f(c)=0$ ) then $f$ is reducible.

```
Proof:
If f(c)=0, then f=(x-c)g(x) for some g(x). Since deg}f\geq1,\operatorname{deg}g=\operatorname{deg}f-1\geq1.S
x-c,g\not\inR[x\mp@subsup{]}{}{\times}\mathrm{ , and hence }f\mathrm{ is reducible.}
```


## Theorem 13.3: Fundamental theorem of algebra

Every non-constant polynomial in $\mathbb{C}[x]$ has a root.

Famously, the easiest way to prove this theorem involve at least some analysis. So we can't prove this theorem in this course. Often, we will see the proof in complex analysis course.

## Corollary 13.4

The irreducibles in $\mathbb{C}[x]$ are polynomials of the form $a x+b$ for some $a, b \in \mathbb{C}$ with $a \neq 0$.

## Proof:

Polynomials of degree 1 are not products of lower degree polynomials. Any polynomial of degree higher than 1 has a root, and hence is reducible.

## Corollary 13.5

$f \in \mathbb{R}[x]$ is irreducible if and only if $\operatorname{deg} f=1$, or $\operatorname{deg} f=2$ and $f$ does not have a root in $\mathbb{R}$.

## Proof:

If $\operatorname{deg} f=1$, then $f$ is not a product of lower degree polynomials.
If $\operatorname{deg} f=2$, then $f$ is a product of two lower degree polynomials if and only if $x-c \mid f$ for some $c \in \mathbb{R}$ if and only if $f(c)=0$.

Suppose $\operatorname{deg} f \geq 3$. If $f$ has root in $\mathbb{R}$, then $f$ is reducible. Suppose $f$ has no root in $\mathbb{R}$. By FTA, $f$ has root $c$ in $\mathbb{C} \backslash \mathbb{R}$. Since $f \in \mathbb{R}[x]$ and $f(c)=0, f(\bar{c})=\overline{f(c)}=0$. So $x-c, x-\bar{c} \mid f$ in $\mathbb{C}[x]$. Let $f(x)=(x-c) g(x)$. Since $x-\bar{c}$ is prime and does not divide $x-c$, then we must have $x-\bar{c} \mid g(x)$. Hence $q(x)=(x-c)(x-\bar{c}) \mid f(x)$ and $q(x) \in \mathbb{R}[x]$. So $f(x)$ is reducible.

Because of the FTA, it's easy to tell if $f$ is irreducible in $\mathbb{C}[x]$. In $\mathbb{R}[x]$, we can use the quadratic formula to tell if $f$ is irreducible.

What about $\mathbb{Q}[x]$ ? This doesn't seem so easy... And it's not! Primality testing is a complicated subject, even in $\mathbb{Z}$. For $f \in \mathbb{Q}[x]$ :

- Need to test whether $f(x)=g(x) h(x)$ for lower degree $g, h$
- Thinking about the coefficients of $g$ and $h$ as variables, we get a system of equations such that $f$ is reducible if and only if those equations have a solution in $\mathbb{Q}$.
- Unfortunately, testing for solutions in $Q$ is hard.
- Maybe we can clear denominators, and solve this problem in $\mathbb{Z}[x]$. But how big do the denominators need to be?


### 13.2 Gauss' Lemma

In the last section, we studied irreducibles in $\mathbb{K}[x]$ for $\mathbb{K}$ a field. In this section, we will study irreducibles in $R[x]$ for $R$ a domain.

Recall that if $R$ is a domain, then $R[x]=R^{\times}$. Proof uses fact that if $f(x)=p(x)=q(x)$ for $f \neq 0$, then $\operatorname{deg} p, \operatorname{deg} q \leq \operatorname{deg} f$. First, as a warmup, let's do degree zero irreducibles.

## Lemma 13.6

Let $R$ be a domain. Then $p \in R$ is irreducible in $R$ if and only if $p$ is irreducible in $R[x]$.

Proof:
If $p \in R$, then $p \notin R \backslash R^{\times} \cup\{0\} \Longleftrightarrow p \notin R[x] \backslash R[x]^{\times} \cup\{0\}$.
Suppose $p$ is irreducible in $R[x]$, and $p=a b$ for $a, b \in R$. Then one of $a, b$ must belong to $R[x]^{\times}=$ $R^{\times}$. So $p$ is irreducible in $R$.

If $p$ irreducible in $R$, and $p=f(x) g(x), \operatorname{deg}(f), \operatorname{deg}(g) \leq 0$, so $f, g \in R$, and one of $f, g \in R$, and one of $f, g$ is in $R^{\times}=R[x]^{\times}$.

## Lemma 13.7

Let $p \in R, R$ a domain. Then $p$ is prime in $R$ if and only if $p$ is prime in $R[x]$.

## Proof \#1:

If $p \in R$, then $p \notin R \backslash R^{\times} \cup\{0\} \Longleftrightarrow p \notin R[x] \backslash R[x]^{\times}\{0\}$. If $p$ is prime in $R[x] \Longrightarrow p$ prime in $R$.
a

Suppose $p$ is prime in $R$. Note that $p\left|\sum_{i=0}^{n} a_{i} x^{i} \in R[x] \Longleftrightarrow p\right| a_{i}$ for $0 \leq i \leq n$.
Suppose $p \mid f g$ where $f=\sum_{i=0}^{n} a_{i} x^{i}, g=\sum_{i=0}^{m} b_{j} x^{j}$ in $R[x]$. If $p \nmid f, g$, then there is $0 \leq s \leq n$ s.t. $p \nmid a_{s}$ and $p \mid a_{i}$ for all $s<i \leq n$, and $0 \leq t \leq m$ s.t. $p \nmid b_{t}$ and $p \mid b_{j}$ for all $t<j \leq m$.

Coefficient $c_{s+t}$ of $x^{s+t}$ in $f g$ is $\sum_{i+j=s+t} a_{i} b_{j}$. If $i>s$ or $j>t$ then $p \mid a_{i} b_{j}$, so $c_{s+t}=a_{s} b_{t} \neq 0$ $\bmod p$. Contradiction.
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## Proof \#2:

Exercise:
Let $\mathcal{I}$ be an ideal of $R$, and let $\mathcal{J}=(\mathcal{I})$ be the ideal generated by $\mathcal{I}$ in $R[x]$. Then $R[x] / \mathcal{J} \cong$ $(R / \mathcal{I})[x]$.
$\mathcal{I} \subseteq R$ is prime $\Leftrightarrow R / \mathcal{I}$ is a domain $\Leftrightarrow(R / \mathcal{I})[x]$ is a domain $\Leftrightarrow \mathcal{J}$ is prime in $R[x]$.
So $p \in R$ is prime $\Leftrightarrow(p)$ is prime in $R \Leftrightarrow(p)$ is prime in $R[x] \Leftrightarrow p$ is prime in $R[x]$.
Because we have to prove the exercise, proof \#2 isn't necessarily shorter than proof \#1, but we can use the exercise for other things as well.

When is $a x+b$ irreducible, where $a, b \in R, a \neq 0$ ? If $a x+b=f(x) g(x)$, then one of $f$ or $g$ in $R$. Hence if $a x+b$ is reducible, there must be $d \in R$ such that $d \mid a, b, d \notin R^{\times}, d \neq 0$. Conclusion:

## Lemma 13.8

Then $a x+b$ is irreducible if and only if $\operatorname{gcd}(a, b)=1$.

```
Proof:
ax+b is irreducible \Longleftrightarrow only common divisors of }a,b\mathrm{ are units
```

Recall that in $\mathbb{K}[x], f \neq 0$ is reducible if and only if $f=g h$ with $\operatorname{deg} g, \operatorname{deg} h<\operatorname{deg} f$. So this isn't necessarily true if $R$ is a domain.

## primitive

Let $R$ be a UFD. A non-zero polynomial $f \in R[x]$ is primitive if there is no irreducible $r \in R$ such that $r \mid f$.

If we extend gcd to more than two elements, then another way to say this is that $\sum_{i=0}^{n} a_{i} x^{i}$ is primitive if $1=\operatorname{gcd}\left(a_{0}, a_{1}, \ldots, a_{n}\right)$.

## Lemma 13.9

Let $R$ be a UFD, and let $0 \neq f \in R[x]$. Then there is $d \in R$ such that $d \mid f$, and $\frac{f}{d}$ is primitive.

## Proof:

If $f=\sum_{i=0}^{n} a_{i} x^{i}$, set $d=\operatorname{gcd}\left(a_{0}, a_{1}, \ldots, a_{n}\right)$

## Lemma 13.10

Let $R$ be a UFD. If $f \in R[x]$ is irreducible, and $\operatorname{deg} f \geq 1$, then $f$ is primitive.

## Proof:

Suppose $p \mid f$ where $p \in R$ is prime (and hence prime in $R[x]$ ), then $f=p \cdot \frac{f}{p}$, where $p, \frac{f}{p}$ are not units, so $f$ is reducible. Since non-primitive polynomials are reducible, irreducible polynomials are primitive.

## Lemma 13.11

If $R$ is a UFD and $f \in R[x]$ is primitive with $\operatorname{deg} f \geq 1$, then $f$ is reducible if and only if $f=g h$ for $g, h \in R[x]$ with $\operatorname{deg} g, \operatorname{deg} h<\operatorname{deg} f$.

Proof:
$\Leftarrow$ is clear. For $\Rightarrow$, suppose $f=g h$ with $g$, $h$ non-units. If $\operatorname{deg} g=\operatorname{deg} f$, then $h \in R$. Since $R$ is a UFD, there must be a prime $p \mid h$. So $p \mid f$, contradicting primitivity of $f$. So $\operatorname{deg} g<\operatorname{deg} f$, and similarly with deg $h$.

## Exercise:

If $f(x)=g(x) h(x)$ in $\mathbb{Z}[x]$, then the coefficients of $g$, $h$ are bounded in terms of the coefficients and degree of $f$.

Hence it is possible to check whether $f \in \mathbb{Z}[x]$ is reducible by first checking whether $f$ is primitive, then looking for factors.

Suppose $R$ is a domain, and let $\mathbb{K}$ be its field of fractions. Since $R$ is a subring of $\mathbb{K}, R[x]$ is a subring of $\mathbb{K}[x]$.
Question: how do irreducibles in $R[x]$ relate to irreducibles in $\mathbb{K}[x]$ ? For instance, is it possible to have an irreducible $f \in R[x]$ but where $f=g h$ for $g, h \in \mathbb{K}[x]$ with $\operatorname{deg} g$, $\operatorname{deg} h<f$ ?

## Lemma 13.12: Gauss' lemma

Let $R$ be a UFD with field of fractions $\mathbb{K}$. If $f \in R[x]$ and $f=g h$ for $g, h \in \mathbb{K}[x]$, then there is $u \in \mathbb{K}^{\times}$such that $u g, u^{-1} h \in R[x]$.

## Proof:

It is not hard to show: we can always "clear denominators" and pick $d_{1}, d_{2} \in R$ such that $d_{1} g, d_{2} h \in$ $R[x]$.

Let $d=d_{1} d_{2}$, so $d f=\left(d_{1} g\right)\left(d_{2} h\right)$. If $d \in R^{\times}$then we are done, so suppose $d \notin R^{\times}$.
Let $d=p_{1} \cdots p_{n}$ be the prime factorization of $d$ in $R$. Since $p_{1}$ is prime in $R[x]$, and $p_{1} \mid\left(d_{1} g\right)\left(d_{2} h\right)$,
we must have $p_{1} \mid d_{1} g$ or $p_{1} \mid d_{2} h$. Suppose WLOG that $p_{1} \mid d_{1} g$, so $\frac{d_{1}}{p_{1}} g \in R[x]$. Then we can repeat this argument to get $p_{2} \left\lvert\, \frac{d_{1}}{p_{1}} g\right.$ or $p_{2} \mid d_{2} h$.

Repeating this argument for all $p_{1}, \ldots, p_{n}$, eventually we arrive at

$$
f=\left(\frac{d_{1}}{p_{i_{1}} \cdots p_{i_{k}}} g\right)\left(\frac{d_{2}}{p_{j_{1}} \cdots p_{j_{m}}} h\right)
$$

where both factors are in $R[x]$.
As a consequence of Gauss' lemma, we arrive at:

## Proposition 13.13

Let $R$ be a UFD, and $\mathbb{K}$ its field of fractions. Suppose $f \in R[x]$ has $\operatorname{deg} f \geq 1$. Then $f$ is irreducible in $R[x]$ if and only if $f$ is primitive and $f$ is irreducible in $\mathbb{K}[x]$.

## Proof:

If $f \in R[x]$ is irreducible, then either $f$ is not primitive, or $f=g h$ with $g, h \in R[x], \operatorname{deg} g, \operatorname{deg} h<$ $\operatorname{deg} f \Longrightarrow f$ reducible in $\mathbb{K}[x]$.

Conversely, if $f$ is not primitive, then $f$ is reducible. And if $f$ is reducible in $\mathbb{K}[x]$, then $f=g h$ for $g, h \in \mathbb{K}[x]$ with $\operatorname{deg} g, \operatorname{deg} h<\operatorname{deg} f$. By Gauss' lemma, we can find $u \in \mathbb{K}^{\times}$such that $u g, u^{-1} h \in R[x]$. Since $f=(u g)\left(u^{-1} h\right)$ and $\operatorname{deg} u g, \operatorname{deg} u^{-1} h<\operatorname{deg} f, f$ is reducible.

## Example:

We know that $\mathbb{Q}$ is the field of fractions of $\mathbb{Z}$.
So $f \in \mathbb{Z}[x]$ is irreducible if and only if $f$ is primitive, and $f$ is irreducible in $\mathbb{Q}[x]$.
This gives us a way to check irreducibility in $\mathbb{Q}[x]$, since if $f \in \mathbb{Q}[x]$, then $f$ is associated to some $g$ which is primitive in $\mathbb{Z}[x]$.

Then $f$ will be irreducible in $\mathbb{Q}[x] \Longleftrightarrow g$ is irreducible in $\mathbb{Z}[x]$.

### 13.3 Polynomial rings are UFDs

## Theorem 13.14

If $R$ is a UFD, then $R[x]$ is a UFD.

When we introduced UFDs, we saw some examples of this theorem in action. But we still need to give the proof.

## Lemma 13.15

Suppose $R$ is a UFD with field of fractions $\mathbb{K}$, and $f \in R[x]$ is primitive. If $u \in \mathbb{K}$ such that $u f \in R[x]$, then $u \in R$.

Proof:
Let $f=\sum_{i=0}^{n} a_{i} x^{i}$, and let $u=\frac{c}{d}, c, d \in R$. Then $\frac{a_{i} c}{d} \in R$ for all $i$, so there is $b_{i} \in R$ such that $b_{i} d=a_{i} c$. Thus $d \mid a_{i}$ for all $i$. If $d \notin R^{\times}$, then there is a prime $d$ in $R$ dividing $f$, so $f$ is not primitive.

Contradiction, so $d \in R^{\times} \Longrightarrow u=\frac{c d^{-1}}{1}$.
Proof of Theorem 13.14:
Suppose $R$ is a UFD, and let $\mathbb{K}$ be the field of fractions of $R$.

## Irreducibles in $R[x]$ are prime

Suppose $p \in R[x]$ is irreducible, and $p \mid f g$ for $f, g \in R[x]$.
If $\operatorname{deg} p=0$, then $p$ is irreducible in $R$, then $p$ will be a prime in $R$, then $p$ is prime in $R[x]$, so assume $\operatorname{deg} p \geq 1$.

By Gauss' lemma, $p$ is primitive and irreducible in $\mathbb{K}[x]$. Since $\mathbb{K}$ is a field, $\mathbb{K}[x]$ is a UFD, so $p$ is prime in $\mathbb{K}[x]$. Since $p k=f g$ for $k \in R[x], p \mid f g \in \mathbb{K}[x]$, so $p \mid f$ or $p \mid g$ in $\mathbb{K}[x]$.

Suppose WLOG that $p \mid f$ in $\mathbb{K}[x]$, so $f=p q$ for $q \in \mathbb{K}[x]$. By Gauss' lemma again, there is $u \in K^{\times}$ such that $u p, u^{-1} q \in R[x]$. But $p$ is primitive, so $u \in R$ by Lemma 13.15. So $f=u\left(u^{-1} q\right) p$, and since $u\left(u^{-1} q\right) \in R[x], p \mid f$ in $R[x]$. We conclude that $p$ is prime in $R[x]$.

## $R[x]$ has ACCP

Suppose $\left(f_{1}\right) \subseteq\left(f_{2}\right) \subseteq \cdots\left(f_{k}\right) \subseteq \cdots$ is an ACCP in $R[x]$. We want to show that there is $n$ such that $\left(f_{k}\right)=\left(f_{n}\right)$ for all $k \geq n$.

If $f_{i}=0$ for all $i$, can take $n=1$. If $f_{i} \neq 0$ then $f_{k} \neq 0$ for all $i$. So by changing start point can assume WLOG that $f_{0} \neq 0$ for all $i$.

Since $f_{i+1} \mid f_{i}, f_{i}=g_{i} f_{i+1}$ for some non-zero $g_{i} \in R[x]$ for all $i \geq 1$. In particular, $\operatorname{deg} f_{1}, \operatorname{deg} f_{2}, \ldots$ is a non-increasing sequence bounded below by o, so there is $n_{0}, d$ such that $\operatorname{deg} f_{k}=d$ for all $k \geq n_{0}$. For $i \geq n_{0}, \operatorname{deg} f_{i}=\operatorname{deg} f_{i+1}$, and $g_{i}$ is non-zero, so $\operatorname{deg} g_{i}=0 \Longrightarrow g_{i} \in R$.
Let $a_{i}$ be the leading coefficient of $f_{i}$, so $a_{i}=g_{i} a_{i+1}$ for $i \geq n_{0}$. Then this means $\left(a_{i}\right) \subseteq\left(a_{i+1}\right)$. Then $\left(a_{n_{0}}\right) \subseteq\left(a_{n_{0}+1}\right) \subseteq \ldots$ is an ascending chain in $R$. Since $R$ is a UFD, there is $n \geq n_{0}$ such that $\left(a_{k}\right)=\left(a_{n}\right)$ for all $k \geq n$.

Since $R$ is a domain, $a_{i} \sim a_{i+1}$ for $i \geq n \Longrightarrow g_{i} \in R^{\times}$. So $f_{i} \sim f_{i+1}$ for $i \geq n$, so $\left(f_{i}\right)=\left(f_{i+1}\right) \Longrightarrow$ $\left(f_{k}\right)=\left(f_{n}\right)$ for $k \geq n$. We conclude that $R[x]$ has ACCP.

Sicne $R[x]$ has the ascending chain condition for principal ideals, and all irreducibles in $R[x]$ are prime, $R[x]$ is a UFD.

## Exercise:

Show that $R[x]$ is a UFD if and only if $R$ is a UFD.
See the proof in textbook.
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